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Abstract—This paper deals with SAR data segmentation in an 
unsupervised way. The model we propose is a combination of the 
nonstationary triplet Markov field recently introduced and the 
Fisher distributions. The first one allows modeling the different 
stationarities present in a given image. The second one has the 
advantage that is well adapted to this kind of data. We present an 
original technique based on Iterative Conditional Estimation 
method, to estimate the parameters of the model we propose. 
Application examples on simulated data and real SAR images are 
presented as well.      

Keywords- nonstatioanry triplet Markov field; Fisher 
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I.  INTRODUCTION  

Due to it ability to operate in various weather conditions, 
the Synthetic aperture radar (SAR) imagery has found 
important applications (scene interpretation, 3D reconstruction, 
…). In spite of this advantage, the extraction of the useful 
information from SAR images remains a difficult task. Indeed, 
they are affected by the speckle phenomenon which is strong 
multiplicative noise. To overcome this issue, there is a deep 
need for statistical models of scattering to take into account this 
multiplicative noise and high dynamics. Many models have 
been proposed to fit with non-Gaussian scattering statistics of 
SAR data (Gamma, weibull, Κ , … ) but none of them are 
flexible to model all kinds of surface. With this end in view we 
have choosen the Fisher distributions. Indeed, Fisher 
distributions are well appropriate to the Radar images [4] and 
recent studies [8] have shown that they are well adapted for 
SAR images in urban areas. Also, to take into account the 
different homogeneities present in the image we use the recent 
nonstationary triplet Markov field (ns-TMF) [1].  

The aim of this paper is to combine the ns-TMF model with 
the Fisher distributions and show the interest of such 
combination to improve the quality of automatic segmentation 
of SAR images. Otherwise, since the model parameters are 
unknown and for unsupervised processing, we propose an 
original parameter estimation method. The latter is inspired by 
the technique proposed in [1] which is based on iterative 
conditional estimation (ICE) and use the least square method to 

estimate the α  parameters defining the Markov distribution of 
( )UX ,  and on the use of log-moments to estimate the 
remaining model parameter relative to Fisher distribution.  

This paper is organized as follow: in the next section we 
present the model. Section III addresses the method of 
parameter estimation. Some results are provided in the section 
IV. Conclusions are drawn in section V. 

II. MARKOVIAN MODELLING 

A. Nonstationary triplet Markov field 

Let S  be a set of pixels, ( )
SssXX ∈=  and ( )

SssYY ∈=  two 
random fields such that xX =  is the hidden field which must 
be estimated from the observed field yY = . Each sX  takes 

its values in a finite set of classes { }kωω ,...,1=Ω , whereas 

each sY  takes its values in the set of real numbers R . In the 
classical Markov model, i.e. in the hidden Markov field 
(HMF), X  is Markovian and the shape of the noise (the law 
of Y conditionally on X ) is simple enough, this implies the 
Markovianity of X  conditionally on Y . The latter allows one 
to apply different Bayesians processing [5], [9]. However, in 
some situations like in textured images [3], this model turns 
out to be too simple. To overcome this drawback, the pairwise 
Markov field (PMF), which generalizes the HMF model, has 
been proposed [6]. This one offers similar processing and 
superior modelling capabilities especially for the textured 
images. In this model we assume directly the Markovianity of 
( )YX , . Afterwards, triplet Markov fields (TMF) which are the 
generalization of the PMF, have been proposed [7]. In such 
model, the distribution of the couple ( )YX ,  - ( )YX ,  is not 
necessarily Markovian-, is the marginal distribution of a 
Markov field ( )YUXT ,,= , where U  is a latent process 

taking its values in a set { }mλλ ,...,1=Λ . However, when the 
set Λ  is simple enough (finite with less than ten elements), 
the TMF makes Bayesians processing possible and then 
allows to estimate xX =  from yY = . Let us denote by C  
the set of cliques - in our experiments we have only 
considered the four nearest neighbors of Ss ∈ . We directly 



IEEE International Geoscience and Remote Sensing Symposium (IGARSS 07),, Barcelona, Spain, 23-27 July 2007 

consider the Markovianity of the couple ( )UX , , and suppose 

that { }ba,=Λ  is limited to two states which represents, in this 
case, a set of stationnarities. The energy of the TMF model is 
then written : 
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with ( ) 1,,* =cbaδ   for cba ==  and ( ) 0,,* =cbaδ   

otherwise and HC (resp.  VC ) is the set of couples of pixels 
horizontally (resp. vertically) neighbours. This energy can be 
seen as a generalized Potts model. However, assuming that the 
random variables sY  are independent conditionally on X , and 

that the distribution of each sY  conditionally on 

( )uUxX == ,  is equal to its distribution conditionally on 

sxX =  ( ∏
∈

=
Ss

ss xypuxyp )(),( ), the distribution 

( ) ( )uxypuxpyuxp ,,),,( =  is still Markovian. The triplet 

),,( YUXT =  being Markovian, the posterior margins 

),( yuxp ss  are classically estimable, and thus )( yxp s  is 

given by ∑
Λ∈

=
su

sss yuxpyxp ),()( . Having )( yxp s  enables us 

to perform MPM segmentation [2] as in classical HMF. The 
remaining question is which distribution could one choose to 
model the distribution of the noise and whose is well adapted 
to the SAR images? Answer to this question is given in the  
following sub-section.  

B. Fisher distributions 

To model the distribution of the noise we have choosen the 
Fisher distributions. Of course, such choice was not carried 
randomly. Indeed, the Fisher distributions are well appropriate 
to the Radar images [4] and recent studies [8] have shown that 
they are well adapted for SAR images in urban areas (instead 
of Gamma pdf –exponential decay- having tail behavior at 
high gray level values).  Moreover, one has an advantage to 
use a single distribution (Fisher) instead of many different 
distributions corresponding to different areas.  The amplitude 
distribution of Fisher law is given by: 
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where ().Γ  is Gamma function, µ  is the mean and ML,  are 
form parameters. 

III. MODEL LEARNING 

For the unsupervised processing a parameter estimation 
technique is needed. Thus, we present in this section an 
original approach to estimate the parameters of the model 
defined above. The approach we propose is inspired by the 
technique proposed in [1] which is based on iterative 
conditional estimation (ICE). The principle of ICE is as 

follows: we consider ),(ˆˆ YXθθ =  an estimation of θ  from the 

complete data ),( YX . X  being unknown, we have to 

approximate ),(ˆˆ YXθθ =  by a function of Y . The best 
approximation, as far as the mean squares error is concerned, 
is the conditional expectation. By denoting 

nθΕ  the conditional 

expectation based on the current parameter nθ , we have 

]),(̂[1 yYYX
nn =Ε=+ θθ θ  if the conditional expectation is 

computable. In the case where the conditional expectation 
cannot be computed in a closed form, we simulate (e.g. by a 
Gibbs sampler) l  realizations lxx ...,,1  of X  according to its 

distribution conditionally on yY =  and based on nθ , and put 

l

yxyx l

n

),(̂...),(̂ 1

1

θθθ ++=+ .  

Since an estimator ),(̂ˆ YXθθ =  is needed for ICE, we use :  

• The least square method to estimate the α  parameters 
defining the Markov distribution of ( )UX ,  as 
described in [1]. 

• The log-moments to estimate the remaining model 
parameter relative to Fisher distribution of Y  
conditionally on X . In fact, there are links between 
log-cumulant (they are equal to the log-moments for 
r<3) and Fisher parameters, and having these log-
cumulants allow us to compute the µ , L  and M  
parameters. These links are given by: 
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where Ψ  is a Polygamma function. Besides, the log-

cumulants rk
~

 can be empirically estimated by: 

( )( )[ ]yk log
~

1 Ε=      (4) 

( )( )[ ]r

r kyk 1

~
log

~
−Ε= , 1>r    (5) 

Notice that we have used the log-moments method because 
it is more accurate, in terms of the variance of estimator than 
the moment method [4]. Moreover, the maximum likelihood  
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Figure 1.  Simulated image using TMF model and its corresponding MPM segmentation rseults using Gaussian and Fisher distributions 

 
method is not always numerically tractable, whereas the log-
moment is computationally efficient 

IV. APPLICATION TO THE SAR IMAGE 

We present in this section the results corresponding to an 
application of the proposed model and its related parameter 
estimation technique on the simulated and real SAR images. 
The aim here is to make a comparison in the unsupervised 
image segmentation context between the use of Fisher 
distributions and the Gaussian distributions. In the first series 
of experiment, non stationary simulated triplet Markov Field 
(ns-TMF), is considered.  Thus, we have simulated a non 
stationary triplet Markov field (ns-TMF), where X  takes it 
values in { }21 ,ωω=Ω  and U takes its values in { }ba,=Λ , 
which corresponds to the number of stationarities in the 
simulated image. The class image is then corrupted by the 
Fisher distribution whose parameters are presented in TABLE 
1. Then, the parameters of the model are estimated with the 
method described in the previous section. Finally, the 
simulated image is segmented by MPM method. The results of 
unsupervised segmentation with both Gaussian and Fisher 
distributions are shown in Figure 1. 

 

TABLE I.  REAL VALUES OF PARAMETERS AND THE ESTIMATED ONE. 
CORRESPONDING TO FIGURE 1. 

Parameters Real values Fisher Gaussian 
11 , VH αα  1., 1. 0.62, 0.96 1.01, 1.02 

22 , aVaH αα  1., 1.  0.72, 0.52 0.31, 0.33 

22 , bVbH αα  1., 1. 0.82, 0.61 0.35, 0.32 

21 , µµ  5., 10. 5.34, 9.77 4.37, 10.38 

21 , MM  3., 10. 2.73, 6.87 - 

21 , LL  1., 1. 1., 1.05 - 

21 ,σσ  - - 2.19, 4.96 

Error ratio  6.34% 19.12% 
 

As we can see, the suggested technique (ns-TMF+Fisher) 
performs better than nonstationary TMF combined with 
Gaussian distribution. However, one can say that the results 
were foreseeable considering that the experiment represented 
in this case was fitted to our model i.e. the theoretical one. 
However the experiment remains interesting in the sense that it 
provides some knowledge about the robustness of the 
parameter estimation method suggested here.
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Estimated  U using Fisher distribution 

Figure 2.  Unsupervised segmentation of Bayard image using ns-TMF+Gaussian, ns-TMF+Fisher 

  In the second series of experiments, we consider the 
problem of the real data. The image (2048x2048), shown in 
Figure 2, represents the Bayard district near Dunkerque,  
France. This one contains six classes “roads, shadows, 
buildings, ground and vegetation”. Assuming that we have 
two stationnarities, the unsupervised segmentation results are 
depicted in Figure 2. One can say that generally speaking, 
the results are good; and thus the algorithm proposed could 
be useful for further applications (registering, 3D 
reconstruction). The proposed approach has automatically 
found the salient features of urban landscapes.  Among the 
limits of the proposed approach, we can see that road and 
shadows have not been clearly distinguished and that there is 
a class mixing buildings and vegetation (red class). The point 
is that these features have very close radiometry. Higher 
level processing should be introduced to deal with this 
problem (for instance knowledge on building shapes). 

V. CONCLUSION 

In this paper, we have proposed an original approach 
based on nonstationary triplet Markov field and Fisher 
distribution. A comparison between the use of Fisher and 
Gaussian distributions in the Markovian framework has been 
done. The main contribution was to tackle the problem of the 
parameter estimation of the model in order to make 
unsupervised processing. Experiments testify to the favorable 
behavior of the method.  

Regarding further research, an application of this model 
to registering and 3D reconstruction could turn out to be 
promising. 
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