Detection of Network Security Component
Misconfiguration by Rewriting and Correlation

Fréceric Cuppen§ Nora Cuppens-Boulahigand Joagin Garda-Alfaro™*
T GET/ENST-Bretagne, 02, rue de la Chataigneraie, 3557&@eSévigné - France

* DEIC/UAB, Edifici Q, Campus de Bellaterra, 08193, BellateiBarcelona - Spain

The use of firewalls is the dominant method to guarantee mktaaress control, leading to distributed access control
scenarios where the access control role is assigned to tmameohe component. Firewalls are network security com-
ponents which provide means to filter traffic within corperatetworks, as well as to police incoming and outcoming
interaction with the Internet. For this purpose, it is neeeg to configure firewalls with a set of filtering rules. Never
theless, the existence of anomalies between rules, paricin distributed access control scenarios, is veryljike
degrade the network security policy. The discovering antbsal of these anomalies is a serious and complex problem
to solve. In this paper, we present a set of algorithms foh sumanagement. Our approach is based on the analysis of
relationships between filtering rules, in order to detecinaalies, as well as propose policy changes within both singl
or multi-firewall scenarios.
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1 Introduction

Many companies use firewalls to filter traffic betwearstedanduntrustedzones of corporate networks,
as well as to police their incoming and outcoming interactidgth the Internet. Firewalls are security
components, with several interfaces associated with tiiereint zones of the network. A company may
partition, for instance, its network into three differeines: a demilitarized zone, a private network and
a zone for security administration. In this case, one mayausiagle firewall setup, with three interfaces
associated with these three zones, as well as a multi fireetlp, with a firewall protecting each zone.

To apply the filtering policy, it is necessary to configureletiewall with a set of filtering rules. Each fil-
tering rule typically specifies @ecision(e.g.,acceptor deny) that applies over a set abnditionattributes,
such as protocol, source, destination, and so on. For ou¢, wear define a filtering rule as follows:

Ri : {condition} — decision D

wherei is the relative position of the rule within the set of ruledgcision is a boolean expression in
{acceptdeny}, and{condition} is a conjunctive set of condition attributes such thaandition} equals
AL AA A ... AN Ap, andp is the number of condition attributes of the given filteringes.

In a single firewall scenario (cf. Figure 1(a)), conflicts doeule overlaps, i.e., the same rule matching
more than one filtering rule, can occur. To solve these cdsflinost firewall implementations usdiest
matchingstrategy through the ordering of rules. This way, each paokeessed by the firewall is mapped
to the decision of the rule with highest priority. This ségy introduces, however, new configuration errors,
often referred in the literature astra-firewall anomalies In multi-firewall setups (cf. Figure 1(b)), on the
other hand, different firewalls within the same path may qenf different decision to the same network
traffic. This problem is often referred in the literaturditer-firewall anomalies

The discovering and removal of both intra and inter-firevaalbmalies is a serious problem which must
be solved since, a misconfigured policy, if not handled atlygs very likely to cause packets to be subject
to the wrong actions, and to lead to a weak security policy.
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In [6], we presented an audit process to manage intra-firgpatity anomalies, in order to detect and
remove anomalies within the set of rules of a given firewahisTaudit process is based on the existence
of relationships between the condition attributes of therfihg rules, such as coincidence, disjunction, and
inclusion, and proposes a transformation process whidlkietefrom an initial set of rules — with potential
policy anomalies — to an equivalent one which is completede fof errors. Furthermore, the resulting
rules are completely disjoint, i.e., the ordering of rukeso longer relevant. In this paper, we extend our
proposal of detecting and removing intra-firewall policyaralies [6], to a distributed firewall setup. Our
extended approach is based on the hypothesis that not oalfjfrewall ensures the network access control.
We assume that this role is assigned to more than one neteoukity component, i.e., a distributed access
control. Our main objective is the following. Given a specifistributed access control setup, we want
to analyze the existing firewall configurations to check wkethere are errors in such a configuration
regarding the policy set up of the rest of firewalls which rhatee same traffic.

The advantages of our proposal are twofold. First, wheropeiihg our proposed intra-firewall discovery
of anomalies, and after rewriting the rules, one can veh#t the resulting configuration of each firewall
in the network is free of errors. Each anomalous rule — camsitlas useless during the audit process —
will be removed from the set of filtering rules of each giveewall. Second, when applying our proposed
inter-firewall discovery of anomalies, as well as when periag the intra-firewall proposal, the discover-
ing process will provide an evidence of error to the admiati&in console. This way, the security officer in
charge of the network can check the network policy, in ordeetrify the correctness of the whole process,
and perform the proper policy modifications to avoid suchnaalges.

external
network
FW, FW,

FWi{R;} : p=tcpa s e any nd e 111.222.1.0/24 » dport = 80 — deny

111.222.0.[0,255] 111.222.1.[0,255]

FWo{R;} : p = tep a's € 111.222.1.0/24 A d  111.222.1.0/24 » dport = 80 — deny

(a) Single-firewall setup (b) Multi-firewall setup

Fig. 1: Example of some firewall setups

The rest of this paper is organized as follows. Section 2sstaith an analysis of some related work.
Sections 3 and 4 present, respectively, our intra and firewall algorithms. Section 5 overviews the
performance of our proposed algorithms, and Section 6 sliheepaper.

2 Related Work

A first approach to get an access control policy free of en®isy applying a formal security model to
express the network policy. In [5], for example, we presemtéormal model with this purpose. This way,
a set of filtering rules, whose syntax is specific to a givemiile may be generated using a transformation
language.

Some other proposals, such as [1, 7, 8, 3], provide meansdctlgimanage the discovery of anomalies
from the components’ configuration. For instance, the astho[1] consider that, in a configuration set,
two rules are in conflict when the first rule in order matchesapackets that match the second rule, and the
second rule also matches some of the packets that matchgthife. This approach is very limited since it
just detects a particular case of wrongly defined rules imglsifirewall configuration, i.e., just ambiguity
within a intra-firewall configurations could be detected.ddétes not provide, furthermore, detection on
more complex scenarios, i.e., inter-firewall configuratiomhere more than one component is intended to
perform network access control.

In [7], two new cases of anomalies are considered. FirstleeRuis defined as backward redundant iff
there exists another rulg with higher priority in order such that all the packets thattah ruleR; also
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match ruleR;. Second, a rul&; is defined as forward redundant iff there exists anotherRyl@ith the
same decision and less priority in order such that the fafigveonditions hold: (1) all the packets that
matchR; also matcltR;; (2) for each ruleR¢ betweerR; andR;, and that matches all the packets that also
match ruleR;, R¢ has the same decision Bs Although this approach seems to head in the right direction
we consider it as incomplete, since it does not detect alptissible cases of anomalies (as we define in
sections 3 and 4). For instance, given the set of rules showigure 2(a), sinc&, comes afteRy, rule

R only applies over the intervéb1,70] — i.e., Ry is not necessary, since, if we remove this rule from the
configuration, the filtering policy does not change. The ciée proposal, as defined in [7], cannot detect
the redundancy of rulB, within the configuration of such a given firewall.

Ri :s€ [10,50 — deny Ri :s€[10,50] — accept

R>:s€ [40,70] — accept Rz :s€[40,90 — accept

Rs:s€ [50,80] — accept Rz :s€ [30,80 — deny
(a) Setofrules A (b) Set of rules B

Fig. 2: Example of some firewall configurations

To our best knowledge, thidewall policy advisor3] propose the most efficient set of techniques and
algorithms to detect policy anomalies in both single andtirfuewall configuration setups. In addition to
the discovery process, their approach also attempts amalptisertion of arbitrary rules into an existing
configuration, through a tree based representation of teeifiity criteria. Nonetheless, and even though the
efficiency of their proposed discovering algorithms andhtégues is very promising, we also consider this
approach as incomplete.

First, their intra-firewall discovery approach is too weéaics, given a misconfigured firewall, their de-
tection algorithms could not detect all the possible errdisr example, given the set of rules shown in
Figure 2(b) the approach defined in [3] cannot detect thaRalwill be never applied due to the union
of rulesR; andR,. Second, the authors do not cover an automatic rewritingllebr as our intra-firewall
approach does, to correct the discovered errors. This Wayintentionally point this work to be performed
by the security officer, once the discovery process will finihird, their inter-firewall discovery approach
considers anomalies some situations that, from our poiniest, must be suited to avoid inconsistent de-
cisions between firewalls used in the same policy to conkelaccess to different zones. For instance,
given the scenario shown in Figure 1(a), their algorithmi$ wiongly report a redundancy anomaly be-
tween filtering ruleFWi{R1} andFWo{Ry}. This is because ruleW{R;} matches every packet that
alsoFWo{R;} does. As a consequence, [3] considers RAé{R; } as redundant since packets denied by
this rule are already denied by rufid\i{R;}. However, this conclusion is wrong because tel# {R; }
applies to packets from the external zone to the private ndregeas rul&W,{R; } applies to packets from
the DMZ zone to the private zone. So, rlfé,{R; } is useful and cannot be removed. Summing up, [3] is
unable to draw this right conclusion because it does notgrtpmodel, as we do (cf. Section 4.1), which
traffic flows through a given firewall.

3 Intra-Firewall Analysis

The main objective of the intra-firewall algorithms we prepd in [6] is the discovering and removal of both
redundancy and shadowing anomalies inside an initial ddtering rulesR. These two main intra-firewall
anomalies are defined as follows.

Intra-Firewall Redundancy Let R be a set of filtering rules. TheRhas redundancy if and only if there
exists at least one filtering rul® in R, such that when removing, from R, the filtering result, i.e., the
security policy, does not change.

Intra-Firewall Shadowing Let R be a set of filtering rules. TheR has shadowing if and only if there
exists at least one filtering rul®; in R, which never applies because all the packetsfhatay match, are
previously matched by another rule, or combination of rukggh higher priority in order.
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Algorithm 1: excl usi on(B,A) Algorithm 3: i ntra-firewal | - audi t (R)
1 begin 1 begin

2 Clcondition] « 0; 2 n «— count(R);

3 Cldecision] «— Bldecision]; 3 / *Phase 1*/

4 Clshadowing] «— false; 4 for i — 1to (n —1) do

5 Clredundancy] < false; 5 for j « (i + 1) ton do

6 forall A[condition] and Blcondition] dO 6 if R;[decision] # Rj[decision] then
7 if (A1 NBy1)#0and (AN By) #0and... 7 R; — excl usi on (R;,R;);

and (A, N B,) # 0) then 8 if R;[condition] = () then

8 Cleondition] — C[condition] U 9 Rj[shadowing] « true;

9 {(B1 — A1) AB2 A ...\ By, L
10 (AL B1) A (B2 — A2) A ... A Bp, 10 | /*Phase 2*/
E (A1NB1)A(A2NB2) A (B3 — A3) A ... A By, 1 for i «— 1to (n— 1) do
13 (AL ABY) A o A(Ap1 N Bpo1) A (Bp — Ay 12 Ry {ry € R|n>k>iand
14 else 13 ri[decision] = r;[decision]};
15 Clcondition] «— 14 if t est Redundancy (R,,R;) then
16 (Cleondition] U Blcondition]); 15 Ri[condition] — 0;

L - Rj[redundancy] « true;
17 return C, 16 else
18 end 17 for j «— (i +1)tondo
18 if R;[decision]=R;[decision]then

Algorithm 2: t est Redundancy (R,r) 19 R; —excl usi on (R;,R,);
1 begin 20 if (=R;[redundancy] and
2 test — false; 21 Rj[condition] = 0) then

3 i1 22 Rj[shadowing] « true;
4 temp «—r; B

5 while —test and (i < count(R)) do 23 end

6 temp < excl usi on(temp, R;);

7 if temp[condition] =@ then

8 L test «— true;

9 i— (i+1);
10 return test;

11 end

Our proposed audit process is a way to alert the securityeoffit charge of the network about these
configuration errors, as well as to remove all the uselegsiinlthe initial firewall configuration. The data
to be used for the detection process is the following. A setl@sR as a list of initial sizen, wheren equals
countR), and where each element is an associative array with thgstrondition decision shadowing
andredundancyas keys to access each necessary value.

To simplify the algorithms, we assume one can access a lihigetthrough the operatd®;, wherei is the
relative position regarding the initial list sizeceuntR). We also assume one can add new values to the list
as any other normal variable doedgment— valué), as well as to remove elements through the addition
of an empty setdlement— 0). The internal order of elements from the linked-ksteeps with the relative
ordering of rules. In turn, each elemeR{conditior] is an indexed array of sizp containing the set of
conditions of each rule; each elem&idecision is a boolean variable whose values ar¢aace ptdeny};
each elemerR;[shadowingis a boolean variable iftrue, false}; each elemerf [redundancyis another
boolean variable iftrue, false}. These variables are initialized falseby default.

For reasons of clarity, we split the whole process in thréfemint algorithms. The first algorithm is an
auxiliary function whose input is two ruled,andB. Once executed, this auxiliary function returns a further
rule,C, whose set of condition attributes is the exclusion of the&eonditions fromA overB. In order to
simplify the representation of this algorithm (cf. Algdmih 1), we use the notatiol as an abbreviation of
the variableA[conditiori[i], and the notatio; as an abbreviation of the variaticonditior][i] — wherei
in [1, p]. The second algorithm is a boolean function{tnue, false} which, in turn, applies the transfor-
mationexclusionover a set of filtering rules to check whether the rule obthemea parameter is potentially
redundant.

The third algorithm performs the whole process of deteaingremoving both redundancy and shadowing,
and is also split in two different phases. During the firstgga set of shadowing rules are detected and
removed, by iteratively applying Algorithm 1 — when the dgen field of the two rules is different. Let us
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notice that this stage of detecting and removing shadowled rsiapplied before the detection and removal
of proper redundant rules. The resulting set of rules is tisad when applying the second phase. This
stage is performed to detect and remove proper redunda¥, rat well as to detect and remove all the
further shadowed rules resulting during the latter process

3.1 Correctness of the Intra-Firewall Algorithms

Theorem 3.1 Let R be a set of filtering rules and let (R) be the resulting filtering rules obtained by ap-
plying Algorithm 3 to R. Then the following statements héld:R and T(R) are equivalent; (2) Ordering
the rules in T(R) is no longer relevant; (3) T(R) is free from both shadowing and redundahcy

3.2 Default policies

Each firewall implements an open or closed default policgh&nopen policy, the default policy is to accept
a packet when no filtering rule applies. By contrast, theedogolicy will reject a packet when no rule

applies. After rewriting the rules with the intra-firewalltdit algorithm (cf. Algorithm 3), we can actually

remove every rule whose decision is accept if the defauitpdif this firewall is open (else this rule is

redundant with the default policy) and similarly we can remevery rule whose decision is deny if the
default policy is closed. Thus, we can consider that oun#fitewall algorithm generates a configuration
that only contains accept rules if the firewall default pplie closed and deny rules if the default policy is
open.

4 Inter-Firewall Analysis

The objective of the inter-firewall audit algorithms is thentplete discovering of policy anomalies that
could exist in a multi-firewall scenario, i.e., to discovadavarn the security officer about potential anoma-
lies between policies of different firewalls.

The main hypotheses to deploy our algorithms hold the fatigw(1) An upstream network traffic flows
away from the closest firewall to the origin of this traffice(i. the most-upstream firewall) towards the
closest firewall to the remote destination (i.e., the mastitstream firewall); (2) Every firewall policy in
the network has been rewritten through the algorithms defimé&ection 3, i.e., it does not contain intra-
firewall anomalies and the rules within such a policy are detefy independent between them.

4.1 Network Model

The purpose of our network model is to determine which firésnaale crossed by a given packet knowing its
source and destination. It is defined as follows. First, armterning the traffic flowing from two different
zones of the distributed access control scenario, we mayrdéte the set of firewalls that are crossed by this
flow. Regarding the scenario shown in Figure 1(b), for exanible set of firewalls crossed by the network
traffic flowing from zoneexternal networko zoneprivate; equals FWy,FWs,FW,], and the set of firewalls
crossed by the network traffic flowing from zopevate; to zoneprivate, equals FWa,FWo,FW5].

LetF be a set of firewalls and 1@ be a set of zones. We assume that each pair of zorzeari@ mutually
disjoint, i.e., ifz € Zandz; € Zthenz Nz; = 0. We then define the predicatennectedf, f,) as a symmet-
ric and anti-reflexive function which becomigse whether there exists, at least, one interface connecting
firewall f; to firewall f,. On the other hand, we define the predicadgacent f,z) as a relation between
firewalls and zones which becomigsie whether the zone is interfaced to firewallf. Referring to Fig-
ure 1(b), we can verify that predicatesnnectedW,, FW,) andconnectedW, F\W5), for example, be-
cometrue, as well as predicatesd jacen{fFW;,DMZ), ad jacentFWs, privatey ), ad jacen{F\Ws, DMZ),
and so on, also do. We then define the set of pd&has follows. Iff € F then[f] € P is an atomic path.

Similarly, if [p.f1] € P (be “” a concatenation functor) anid € F, such thatf, ¢ p andconnectedfs, f,),

T A set of proofs to validate Theorem 3.1, as well as a compl@ttlysis for the intra-firewall algorithms, is provided&j.
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then [p.f1.fy) € P. This way, we can notice that, concerning Figure 1B\, FW,,FWy] € P and
[FWi, FWs] € P.

Let us now define the functiorfdrst, last, and the order functor between paths. We first define function
first from P in F such that ifp is a path, therfirst(p) corresponds to the first firewall in the path. Con-
versely, we define functiotast from P in F such that ifp is a path, therast(p) corresponds to the last
firewall in the path. We then define the order functor betwesthgag1 < p2, such that patlp; is shorter
thanpy, and where all the firewalls withip; are also withinp,.

Finally, let us conclude this section by defining the funectimute andminimalroute We define func-
tionroutefromZ to Z, i.e., {route(z;, ) : Z x Z in 2°}, such thap € route(z, z,) iff path p connects zone
z; to zonezy. Formally, p € route(z;,2,) iff ad jacent first(p),z;1) andad jacenflast(p),z). Similarly,
we define the functiominimaLroute from Z to Z, i.e., {minimalroute(z;,2) : Z x Z in 2°}, such that
p € minimalroute(z1, 2) iff the following conditions hold: (1)p € route(z1,22); (2) There does not exist
p' € route(z;,2) such thaty < p. Thus, and regarding Figure 1(b), we can verify thatrtiirimal route
from zoneprivates to zoneprivate, equals[FWj, FWo, FW], i.e., minimaLroute(privates, privatey) =
{[FWa, FWs, FW5] }.

4.2 Inter-Firewall Anomalies Classification

We classify in this section the complete set of anomaliesdaa occur within a multi-firewall setup. Our
classification is based on the network model presented itidbet.1. An example for each anomaly will
be illustrated through the distributed access controlgshown in Figure 3. Referring to this figure, we
assume that a network traffic flows from the most-upstreamditéwhich is the closest firewall to the flow
source’s zone) to the most-downstream firewall (which isctheest firewall to the flow destination’s zone).

external
network

private,

192.170.[21.0,23.255]

192.170.26.[0,255]
192.170.28.[0,255]

5
private, default_policy=open

192.170.24.[0,255]
192.170.25.[0,255]
192.170.27.[0,255]

FW,
default_policy=open

private,

200.160.[1.0,2.255]
192.168.[1.0,2.255]
192.170.[33.0,34.255]

Fw,
default_policy=close

FW,{R,} : top 192.170.26.[10,20]:any 192.170.28.[10,20]:any accept FW,{R,} : tcp 192.170.22.[0,255]:any 192.170.24.0,255):any deny
FW.{R,} : tcp 192.170.33.[0,255]:any 192.170.16.[0,255]:any accept FW,{R,} : tcp 192.170.23.[18,20]:any 192.170.24.[0,255]:any deny
FW (R} : top 192.170.21.[20,33]:any 192.170.26.[20,30]:any accept FW,(R,) : tcp 192.170.21.[10,40]:any 192.170.26.0,255]:any deny
FW,{R,} : tcp 192.170.21.[60,80]:any 192.170.26.[20,30]:any accept FW,{R,} : tcp 192.170.21.[65,70]:any 192.170.26.0,255]:any deny

FW.{R;} : tcp 192.170.33.[0,30]:any 192.170.28.[10,30]:any accept
FW,{Rg}: tcp 200.160.1.[10,20]:any 192.170.26.[0,255]:any accept
FW{R;}: tcp 192.170.33.[0,255]:any 192.170.26.[10,12]:any accept FW,{R,} : top 192.168.1.[10,10]:any 192.170.25.[0,255]:any deny
FW,{R,} : top 200.160.1.15,17]:any 192.170.26.[0,255]:any accept FW,{R,} : top 192.168.160,80)any 192 170.25[0,255any deny
? . ) FW,{R,} : tcp 192.170.22.[15,30):any 192.170.24.[0,255]:any deny
FW,{R,} : tcp 192.168.1.[0,70]:any 192.170.25.[0,255]:any accept 4103
: : FW,{R,} : tcp 192.170.23.[0,255]:any 192.170.24.[0,255]:any deny
FW,{R,} : tcp 192.168.1.[0,70):any 192.170.28.0,255]:any accept PR ton 169.170.21 118 201y 192 17097 10255 oy d
FW{R.} * top 192.170.33.0,255]:any 192.170.26.[0,255]:any accept {Rg} top 192.170.21.[18,20):any 192.170.27.[0,255):any deny

Fig. 3: Example of a distributed network policy setup

Inter-Firewall Reflexivity A filtering rule in a multi-firewall setup is reflexive if bottoarce and destina-
tion address are within the same zone, and its decision epacthus, the reflexive rule will never match
network traffic since it does not flow through this firewall.r itstance, referring to Figure 3, ruféVi{Ry }

is reflexive since the source of this addresgernal networkas well as its destination, is the same.

Inter-Firewall Irrelevance An irrelevance anomaly occurs when a firewall is not withiethinimal route
that connects the source zone, concerning the irrelevéntvitich causes the anomaly, to the destination
zone. Hence, the rule is irrelevant since it matches traffichvdoes not flow through this firewall. Rule
FW;i{R.}, for example, is irrelevant since firew#W; is not in the path which corresponds to the minimal
route between the source zopevate; to the destination zoneMZ.
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Inter-Firewall Spuriousness A spuriousness anomaly occurs if the most-upstream firedealles, com-
pletely or partially, network traffic that, in turn, is acde@ by a downstream firewall. The first cafd|
spuriousness anomalis when the most-upstream firewall denies all the trafficwiscan see in Figure 3,
rule FW4{R1} shows an example of full spuriousness anomaly with FM&{R.}. The second casear-
tial spuriousness anomalipappens when the most-upstream firewall denies just a pém araffic that is
accepted by the firewall where the anomaly is detected. FWég R, } andFW,{ Rz} show an example of
partial spuriousness anomaly.

Inter-Firewall Redundancy A redundancy anomaly occurs if a downstream firewall conepfedr par-
tially blocks traffic that is already blocked by the most-neam firewall. Rule$Ws{Rs} andFWs{R;}
show a proper example of full redundancy, whereas rBM&{Rs} and FWs{R>} show an example of
partial redundancySometimes, this kind of redundancy is expressly introdiigenetwork administrators
to guarantee the forbidden traffic will not reach the desitoma Nonetheless, it is important to discover
it since, if such a rule is applied, we may conclude that atleae of the redundant firewalls is wrongly
working.

Inter-Firewall Shadowing A full shadowing anomalgpccurs if the most-upstream firewall completely
blocks network traffic that, in turn, is permitted by a doweamn firewall. Rulé=W; {Rs} shows an exam-
ple of full shadowing anomaly with rulEW5{Rs}. On the other hand, gartial shadowing anomalgccurs

if the most-downstream firewall denies just some networffi¢rehat, in turn, is permitted by an upstream
firewall. RuleFWi{R4} is a proper example of partial shadowing anomaly with F\&{R4}.

Inter-Firewall Accessibility To guarantee the flow of network traffic may reach the destinaall up-
stream firewalls must permit, explicitly with a rule, or irgilly through the default open policy, any traffic
that is also permitted along the downstream firewalls chatherwise, a completely or partially accessibil-
ity anomaly will occur if one of the following conditions his:

(1) The traffic is permitted by a downstream firewall, but netrpitted — explicitly or implicitly — by the
most-upstream firewall. Rulé3M {Rs} andFW;{Rs} show an example of this first casefafl andpartial
accessibility anomalyrespectively, with the upstream firew&N\5.

(2) The traffic is permitted by an upstream firewall, but natnpigted — explicitly or implicitly — by the
following downstream firewall. RuleBW,o{R3} andFW,x{R4} show an example of this second caséutif
andpartial accessibility anomalyespectively, with the downstream firewBN .

Inter-Firewall Misconnection A filtering rule in a distributed firewall setup is misconnetif this rule
blocks traffic which is not explicitly blocked by the mostaigeam firewall and, at the same time, the default
policy of such a firewall is open. A proper example of this aabnis ruleF\W,{Rs}, since it blocks traffic
which is not explicitly specified within the firewaH\Ws — which, in turn, has an open default policy.

4.3 Inter-Firewall Analysis Algorithms

For reasons of clarity, we split the whole analysis proceéasiir different algorithms. The input for the first
algorithm (cf. Algorithm 4) is the set of firewalls, such that for alfw € F, we notefw(ruled as the set of
filtering rules of firewallfw, and fw[policy] € {openclose as the default policy of such a firewdlv. In
turn, each rule € fwlruleg consists of a boolean expression over the attribstesgsource zoneljzone
(destination zone)kport (source port)d port (destination port)protocol, anddecision(accept or deny).
We then define the functiors®urcer) = szoneanddesir) = dzone Thus, we compute for each firewall
fw e F and for each rule € fw[ruleg, each one of the source zorges: Zs and destination zones € Zy
— whose intersection with respectivedgoneand dzoneis not empty — which become, together with a
reference to each firewallw and each rule, the input for the second algorithm (i.e., Algorithm 5).
The first verification Algorithm 5 does is to check whethettmtandz, are the same. If this case occurs,
and the decision of this rule is pointing &xcept it warns the security officer about the occurrence of a
reflexivity anomaly(cf. Section 4.2). Otherwise, it computes the minimal raaftérewalls that connects
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zonez; 10z, i.e.,[FWh,FW,, . .. . FW,] € minimalroute(z, z2). Once computed the set of paths, the second
verification of Algorithm 5 is to check whether current firdlvédw is not within such a path. If so, it
warns the security officer about the occurrence oirslevance anomalycf. Section 4.2). Otherwise, it
decomposes the set of firewalls inside each path in upstream(path,) and downstream pattpéthy).

To do so, we use the implicit functiofseadandtail. Then, the first firewallfwy € pathy, and the last
firewall fwy, € path, are passed, respectively, as argument to the last two #igzi(i.e., Algorithm 6 and
Algorithm 7) in order to conclude the set of necessary chétkisguarantee the audit prockss

Algorithm4:inter-firewal | -audit (F)

Algorithm 7: upst r ean(r, fw, fw,,)

1 foreach fw € F do

2 foreachr € fw(rules] do

3 Zs— {z€ Z|znsource (r)# 0};
4 Zg— {z€Z]|zndest (r) # 0};
5
6
7

foreach z; € Z, do
foreachz, € Z,; do
| audit (fw,rz1,22);

Algorithm 5: audi t (fw,r,z1,22)

1 if (21 = z2) and (r[decision] =" accept”) then

2 | warning (“Reflexivity");

3 else ifz; # z9 then

4 foreachp € m ni mal _r out e (z1,22) do

5 if fw ¢ pandr{decision] =" accept” then
6 ‘ war ni ng (“Ir'relevance");

7 else if fw € p then

8 pathg —tail (p,fw);

9 path, < header (p,fw);
10 if pathq # 0 and r{decision] =" accept”

then

11 fwa — first(pathg);
12 downst r eam(r,fw, fwg);
13 if path, # 0
14 then
15 fw, < | ast (pathy,);
16 upst ream(r,fw, fw,);

Algorithm 6 : downst r ean(r, fw, fwg)

1 if fwq[policy] = close then

2 Raq < {ra € fwa |74 < v Argldecision] = accept};
3 if Rq, = () then war ni ng (“ Full Accessibility");
4 else if— t est Redundancy (R4.,r) then

5 war ni ng (“Partial Accessibility”);

1 Rua «— {ru € fwy | ru « 7 A ryldecision] = accept};
2 Ruqg < {ru € fwu | ru « r A ry[decision] = deny};
3 if r[decision] =" deny” then
if t est Redundancy (R,,,r) then
| war ni ng (“Full Spurious”);
else if R, # 0 then
| war ni ng (“ Partial Spurious”);
else ift est Redundancy (R,q,r) then
| war ni ng (“Full Redundancy”);
10 else if R4 # 0 then
11 | war ni ng (“ Partial Redundancy”);
12 else ifR,, =0 and R,q = 0 and
fwy[policy] = open then
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13 |_ war ni ng (“ Af'iscmlnect'inn");

14 else

15 if t est Redundancy (R.q,r) then

16 | war ni ng (“ Full Shadmuing");

17 else if R,q # () then

18 | war ni ng (“ Partial Shadowing");

19 else if Ry, = 0 and fw,[policy] = close then
20 | war ni ng (“Full Accessibility);

21 else if-t est Redundancy (R.,,,r) and
fwu[policy] = close then
22 L war ni ng (“ Partial Accessibility”);

Algorithm 8: depl oynent (7, 21, 22)

1 if r[decision] = accept then
2 foreach fw € m ni mal _r out e(z1, 22) do
3 if fw[policy] = close then
L fwlrules] — fwlrules] U’
4 else
fw «— first(m ni mal rout e(zy, 22))
6 if fwlpolicy] = open then
| fw[rules] — fw[rules] U’

o

Let us conclude this section by giving an outlook to the setarnings send to the security officer after
the execution of Algorithm 4 over the scenario of Figure 3:

(Reflexivity) on FWi{R1 }

(Irrelevance) on FWi{Rx}

(Full Shadowing) on FW;{Rs} with FW5{Rs}
(Partial Shadowing) on FWy{Rs} with FWs{Rs}
(Full Accessibility) on FW; {Rs} with FW,
(Partial Accessibility) on FWi{Rs} with FWo{Ry }

(Full Accessibility) on FWo{Rs} with FWy
(Partial Accessibility) on FWo{R4} with FW;{R7}
(Full Spurious) on FWs{R; } with FWs{Ry}
(Partial Spurious) on FWs{Rz} with FWo{R>}
(Full Redundancy) on FWs{Rs} with FW5{R}
(Partial Redundancy) on FWs{R4} with FW5{R,}
(Misconnection) on FWs{Rs} with FW;

* The operator & within algorithms 6 and 7 denotes that two rukgsandr; are correlated if every attribute R has a non empty

intersection with the corresponding attributeRp
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4.4 Correctness of the Inter-Firewall Algorithms

To prove the correctness of the inter-firewall algorithme, fivst define what is a deployment without
anomalies for a set of filtering rules. For this purpose, $atansider a s& of filtering rules to be deployed
over a set~ of firewalls that partitions a network into a sétof zones. We also assume thathas be
rewritten by applying the intra-firewall-audit algorithmawvin in Section 3.

Let us now consider a rulec R and let us assume thatapplies to a source zorze and a destination
zonez, i.e.,s=z3Nsourcér) # 0 andd = z Ndes(r) # 0. Letr’ be a rule identical to except that
sourcér’) = sanddes{(r’) = d. Finally, let us assume th@W;,FWb, ..., FW] € minimaLroute(z;, z).
By keeping with all these statements, and based on our daglolyalgorithm (cf. Algorithm 8), we can
now prove the following theorem.

Theorem 4.1 Let F be a set of firewalls. The inter-firewall algorithms geted in Section 4 do not detect
any anomaly in the configurations of F iff there is a set R dffiitty rules such that configurations of F are
obtained by applying the above deployment algorthm

5 Performance Evaluation

In this section, we present an evaluation of the performahbRAGE (which stands for MisconfiguRA-
tion manaGEr), a software prototype that implements thaiand inter-firewall algorithms presented in
sections 3 and 4. MIRAGE has been developed using PHP largW&RAGE can be locally or remotely
executed by using a HTTP server (e.g., Apache server oveKWNWindows setups) and a web browser.

We evaluated our approach through the following experislel¥e first measured the memory and time
processing needed to perform Algorithm 3 over several defittering policies for a first IPv4 network,
according to the three following security officer profilesgimner, intermediate, and expert — where the
probability to have overlaps between rules increases frao®d90%. The results of these measurements
are plotted in Figure 4(a) and Figure 4(b). We conductedsecand phase, similar experiments to measure
the performance and scalability of Algorithm 4 through agoessive increment of rules, firewalls and zones
for a second IPv4 network. The results of these measurerasnpdotted in Figure 5(a) and Figure 5(b).
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Fig.4(a). Memory space evaluation for the Fig.5(a). Memory space evaluation for the
intra-firewall algorithms inter-firewall algorithms
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Fig.5(b). Processing time evaluation for the

Fig.4(b). Processing time evaluation for the inter-firewall algorithms

intra-firewall algorithms

8 This theorem guarantees the correctness of the anomatiesete by our inter-firewall algorithms.
1 The whole of these experiments were carried out on an Irgetim M 1.4 GHz processor with 512 MB RAM, running Debian
GNUI/Linux 2.6.8, and using Apache/1.3 with PHP/4.3 conféglr
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6 Conclusions

In this paper we presented an audit process to set a digtdilaicess control policy free of anomalies. Our
audit process has been presented in two main blocks. Wergsépted, in Section 3, a set of algorithms for
intra-firewall analysis, according to the discovering aachoval of policy anomalies over single-firewall
environments. The detection process is based on the eséstdrelationships between the condition at-
tributes of the filtering rules, such as coincidence, disfiom, and inclusion. Then, our proposal uses a
transformation process which derives from an initial settgs — potentially misconfigured — to an equiva-
lent one which is completely free of misconfiguration. Wertpeesented, in Section 4, a set of algorithms
for inter-firewall analysis, in order to detect and warn teewity officer about the complete existence of
anomalies over a multi-firewall environment.

Some advantages of our approach are the following. First,rdta-firewall transformation process
verifies that the resulting rules are completely indepehtletween them. Otherwise, each redundant or
shadowed rule considered as useless during the procesadsed from the configuration. Second, both
intra and inter-firewall discovering processes provide édence of error to the administration console.
This way, the security officer can check whether the secpatjcy is consistent, in order to verify the
correctness of the whole process.

We presented in Section 4.1 a network model to determinehafiviewalls are crossed by a given packet
knowing its source and destination. Thanks to this modelapproach better defines all the set of anoma-
lies studied in the related work, and it reports, moreoveed new anomaliesd(flexivity, misconnection
andirrelevance not reported, as defined in this paper, in none of the othamogghes. Furthermore, and as
pointed out in Section 2, the lack of this model in [3] leads/tong decisions. Finally, the implementation
of our approach in a software prototype demonstrates thaigadility of our work. We shortly discussed
this implementation, and presented an evaluation of itlopmance. Although these results show that our
algorithms have strong requirements, we believe that titeeggrements are reasonable for off-line analysis,
since it is not part of the critical performance of a firewall.
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