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Abstract

We present an authentication and key agreement protocettos Voice over IP call establishment between intercaioreprox-
ies of different domains. The protocol operates on a traisabasis. Each transaction is defined as the set of opesatind
data required to send an authenticated message from a dermleesponder. A transaction allows a sender to eithernrires
cryptographically protected stand-alone message; or @ageyement message required to establish a secure seBs@protocol
handles transaction synchronisation loss and guarameese of a single transaction window in the general (intenain) context
with multiple originating servers.
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1. Introduction small factor if public-key mechanisms are used. The best per
. ) formances for authentication and key agreement are olotaine
. This paper presgnts a security prptocol callRICEP (De-  yith symmetric cryptography algorithms which require gthar
nial-of-service Resistant Call Establishment Protodwt was  secrets. Since installing shared-secrets between a lamge n
designed in the VoIP (Voice over IP) context but which can beyer of endpoints is not scalable, servers acting as TTP {@aus
extended to other applications. Although some rationatbief  Thjrq party) are required to enable meshed communicatiens b
section is sp(_acm_c to VoIP problematic, a large part of itl&@®  teen any number of endpoints. In the propoBRCEP pro-
to other applications as well. o  tocol architecture, we assume that network domains exchang
The first aim of DRCEP is to minimise the DoS (Denial  jng |arge amounts of traffic are able to establish and maintai
of Service) risk for servers, proxies or any service equipme 5 shared-secret. On the other hand, domains having sporadic
facing the public Internet. As soon as a proxy is reachabl@fr .o mmunications should go through a TTP to authenticate and

anywhere on Internet it may be subject to DoS or, even worsgyptain the required keying material. In this context, thé&Ean
Distributed DoS (DDoS) attacks which are difficult to mitiga e seen as a trust enabler proxy between parties having no pre

[0, 26, 14]. This risk becomes higher when security proco yjgys relationship. We also assume that endpoints withii ea
are used, because of their performanceimpact[47, 6, 4%€Si jomain have a shared-secret with a responsible TTP inside th
Internet has become the underlying layer for critical opens,  jomain. at least for authentication.
security protocols are being adopted by an increasing numbe  These assumptions require the TTP to be on-line which may
of applications (Web transactions, e-mail, VoIP). It siibbé  pe seen as a major constraint. Nevertheless, it should bg-rec
noted that the (D)DosS risk on security protocols is more Spepised that most Internet services today require on-line(EIP
cific to inter-domain context because authenticating vesid g, example, in e-mail services, the message crafted by the
mote peers is resource consuming. As a consequence, the PQsding endpoint s relayed through several servers riech-
tocol design was focusing primarily on this scenario, co@si g ts destination. Same applies to VoIP where proxies ace n
ing that the (D)DosS risk in intra-domain is lower. The praidc  gssary for routing and establishing call signalling. Cdesing
can also be gsed in the intra-domain context, both in thesacce o1 (Over The Top) services, on-line servers are required fo
network and in the core network. _ endpoint authentication and data flow establishment betwee
The DoS re5|§tance of se.curlty protocols like TLS (Traps-users. Even within P2P (Peer-to-Peer) networks, a resgensi
port Layer Security) can be improved, but only by a relativertp has to set the initial configuration of endpoints (e.ghliz

parameters and certificates). Since new endpoints maytjein t
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monitoring, mirroring, clustering) so that the server orelre-  1.2. Problem statement

quirement is not a real operational constraint. Itis clear that VoIP services are evolving from intra-domai
architecture with PSTN (Public Switched Telephone Ntwork)
1.1. Background interconnection to full IP inter-domains with end-to-encll ¥

The reference protocol exchange for VoIP consists in a casignalling. The private federations (or closed) model oepr
ller endpointA (the originator) reaching a callee endpoiit  duces the PSTN principles, provides reliable routing, areki
(the responder) through one or several proxy serSer©nce  pected to reach a comparable security level. Its archite@tor
the call signalling channel has been established, medias flowplies that secure call signalling crosses all the intermaugdio-
can be exchanged between endpoints. In most networks todayains and direct calls can be established only betweenejac
the SIP (Session Initiation Protocol) protocol [43] is lipirsed  VoIP domains. Furthermore, this model may have performance
for call establishment in association with SDP (Session Deand cost impacts as explained in [52]. On the other hand, the
scription Protocol) [4] for session description and RTPgRe open model provides a lot of flexibility but presents two nnajo
time Transport Protocol) [8] for conveying the media flows. issues which have blocked its adoption (E.164 phone numbers
Within the SIP protocol, the SIP-INVITE request plays a keyrouting and security risks on the interconnection proxi&s-
role since it initiates the call establishment and may ceegu-  tween these two models, a recent approach called VIPR (Veri-
rity parameters. Several studies have pointed out VolPeran fication Involving PSTN Reachability) [45] proposes an higbr
bilities, but the associated risks mainly depend on the tipde  architecture combining VolP, P2P and PSTN components. In
ing architecture [9, 2, 19, 25]. brief, it relies on PSTN call information to build secure tou

In theintra-domain architectureVoIP communications re-  ing and authentication information which are then usedaoel
main confined in the same administrative domain, user enddirect VoIP calls.
points are authenticated (usually with shared-secret$)catt Current solutions for open and hybrid models have some
signalling is routed through operator proxies. Becauséede¢ drawbacks and the private federations model may lack some
characteristics, if an endpoint inside the domain is comproservice flexibility. Consequently, we identity the needdarall
mised and launches DoS, SPIT (SPam over Ip Telephony) astablishment process which addresses the inter-domaibs p
vishing attacks [19] it can be detected and blocked by the netematic and fits in the open interconnection model. Because
work operator with mechanisms like [28, 31]. Further on, theVoIP calls (or application data) may be routed through the In
vishing threat is merged with the SPIT threat because it comternet, security is a key requirement: the protocol shauea
bines social engineering and fraudulent calls. authentication of involved party and key establishmenhedt

The threats become higher in tirger-domains architec- usual security requirements shall also be covered [11]essc
ture because it combines the threats that may exist in each sirwontrol, privacy, anti-replay, DoS protection and sesdiey
gle domain and those resulting from the chosen intercoiorect freshness. This last requirement is taken in its broadguesco
mode. An exhaustive taxonomy is provided in [33] and ex-meaning that a new session key shall be established for each
hibits several threats (DoS, call hijacking or mis-routinges-  call. On the other hand, the adversary is assumed to have max-
sage tampering) with risk levels depending on the interecaAn imal capabilities to interact with the protocol: as an em#tr
tion mode. party (an outsider) or as a protocol participant (an ingitier

A first mode, calledbpen modehereafter, assumes that IP may intercept, tamper, replay, forge or delete any protows-
connectivity between proxies (or domains) and DNS lookupsage.
are sufficient to establish multimedia communicationg,ljius Furthermore, the process shall manage VolP E.164 phone
in the e-mail architecture. The first issue is that, becafifeeo  identifiers routing and take into account VoIP specificities
PSTN predominance, current VOIP identifiers follow the B.16 pecially its real time nature and the related regulatoryst@mnts.
[54] phone number standard and lack the domain part. Consés explained in [21], legal requirements may have strong im-
guently, inter-domain calls are tricky to route and viceseeto ~ pacts on VolP deployment. In [18], the authors detail the im-
verify. The second major issue is the accumulation of DoS angacts of the key disclosure legal requirement on secur@aal|
SPIT risks over the interconnection points which is calleel t tocols.
pinhole problemin [45] and which is very similar to the risk
found in e-mail architectures. 1.3. Technical novelty

To solve these issues, a second mode callesed modedr The DRCEP protocol limits the risk of (D)DoS attacks
private federationdereafter consists in contractual agreementsyy inserting dynamic filtering values in each protocol mgssa
between a set of operators to establish a secure interconn&ghich can be checked straightaway by the responder. Althoug
tion architecture. The IMS (IP Multimedia Subsystem) stan-ig principle is not new, it has been enhanced in such a way
dards [1] define such an architecture with secure links based hat the responder can cope with potential loss or disorder i
IPSec (Internet Protocol Security) between domains and nefhe received messages, even when it is contacted condyrrent
work topology hiding to protect interconnection proxiesrfr g |arge number of originator endpoints (or proxies). Au-
DoS attacks. The phone number problem is solved by sharingyentication and session key establishment is achievednwit
securely (private) E.164 information between the opesator 4 single message from the responder perspective and does not

require session key transportation. This means that thefiepe



DRCEP protocol payload is short and it is compatible with an integrity and confidentiality protection of the signallifigws,
underlying UDP transport. in addition to peers authentication. It covers both theaiaind
To reduce the performance impact of security operationgnter-domain contexts; it can be used on a hop-by-hop basis
(and thus the vulnerability to DoS attacks), the protoc@sus along a chain of peers. Once the TLS transport channel is-esta
only shared key cryptography. As opposed to protocols of théished, the SIP-INVITE request is sent securely from thelsen
same classDRCEP achieves the PFS (Perfect Forward Se-to the next hop. Protection of the media flow requires the es-
crecy) security property both in case of passive off-linacks tablishment of a session key between the caller and theecalle
(like key brute-force guessing) and active attacks (entfpmi ~ Following the SDES (Security DEScription) standard [4f th
controlled server revealing long-term secrets). Also,gtao-  session key is generated by the caller and inserted in the SDP
col includes an efficient key renewing scheme that creates ne[20] part of the SIP-INVITE request. From this perspective,
encryption and MAC (Message Authentication Code) keys aSDES is not a security protocol per se, since it requiresremot
each protocol run. Consequently, this increases the difficu protocol to protect the SIP-INVITE request.
for an adversary to mount cryptanalysis attacks becausmit c =~ The same principles apply to DTLS (Datagram Transport
not obtain several ciphertexts or MAC under the same key.  Layer Security) [42] where UDP transport replaces TCP. Sim-
Considering the network architecture, the protocol may opilarly, IPSec (Internet Protocol Security) [24] may be used
erate in a two-party setting or in a multi-party setting. The-  secure the VoIP signalling at the network level and thus kesab
party setting assumes that the two principals (or entitiese  the transport of a session key from the call originator tordie
a shared-secret. In the multi-party setting, intermediateers  sponder. As explained in several papers[47, 6, 13, 52] there
(acting as TTP) are responsible for providing the requirgtk  performance issue with these protocols when authentitéio
ing material to the originator. The intermediate servery mabased on public key cryptography. This performance issue in
be organised in a hierarchical way to minimise the number otreases the operational costs and also the vulnerabilDo®
shared-secrets. Although involved in the achievement oliea (Denial of Service) attacks (Section 2.2 examines some solu
call, the intermediate servers do not need to remain in tpi-ap tions to reduce these risks).
cation signalling path, which offers more flexibility thdrettra- Another vulnerability of these protocols is that the disclo
ditional VoIP or IMS architecture [1]. Furthermore,the @s-  sure of a private key enables the recovery of past sessian key
resistance and PFS security properties are preserved dor eaFor example, if an adversary gets a TLS private key and has
intermediate server by applying the same principles ashi®r t recorded some previous sessions, he can decrypt the PMS (Pre
sender and responder entities. Master Secret) values and obtains the corresponding sessio
Finally, the protocol operates on a transaction basis. Eackeys. Hence, the PFS (Perfect Forward Secrecy) property is
transaction is defined as the set of operations and datareelqui not achieved.
to send an Authenticated Message (AM) from a sender to a re-
sponder. A transaction allows a sender to either transmmjtiez ¢~ 2.1.2. Security protocols for VoIP signalling
tographically protected stand-alone message; or a kegeaggnt The SIP standard [43] specifies the use of S/IMIME [41]
message required to establish a secure session. In theBest ¢ for end-to-end protection of the SIP payload. More preyjsel
the DRCEP protocol interacts with the application and offers the calling endpoint signs the SIP payload after inclusibitso
a fine-grained protection (on a per-message basis). Thiasneacertificate. Confidentiality may be partly supported (orig t
that no underlying secure link (e.g., TLS or IPSec) is reggiir S|P payload is encrypted), provided the caller knows thieeal
to establish a secure call. In the second caseDIREEP pro-  certificate. To this purpose, a recent standard [23] defines a
tocol is application agnostic and has the same purpose aSa Tlcertificate management service intended to facilitate SIEI
handshake. In both cases it can be used to secure other afeployment. The S/MIME standard has a negative impact on
plications than VoIP (e.g., email, Instant Messaging an8d we transport (because of the certificate inclusion) and it igestt
browsing). to DoS attacks (because it uses public key algorithms).

Paper organisation —Section 2 presents and analyses the A comparable approach is found in t_he SIP_—IdenFity proto-
related work. Section 3 provides thERCEP protocol spec- col [39] vyhere the_SIP—INVITE request is partially S|gne_d by
ifications. Section 4 addresses the protocol security aad ththe sending domgm. As opposed to S/MIME, the signing is
implementation of the core security functions. Section &me done at the domain level (b,Y a trusted P“’XY)’ rathgr thaheat t
sures the atomic performance of the protocol and estalslish@ndeInt level, and no certificate ransport is requiresitelad,

the simulation model for a complete network. Section 6 cSosetEe recr?wlng dorgaSRriqovErsStTPe fﬁg'lq_cé‘te ofthe S_I'_ah' '.m@:
the paper with some conclusions. through a (signed) n the k request. This proto

col offers no confidentiality protection for conveying asies

key and, as for SIMIME, requires that network intermedrie
2. Related work do not alter the message content. It is also subject to DoS at-
tacks because of signhature processing and certificateggngv
by the responder, as explained in [57].
2.1.1. Application independent mechanisms The MIKEY (Multimedia Internet KEYing) protocol [5] is

The SIP (Session Initiation Protocol) VoIP protocol [43] also designed to fit into VoIP call signalling and does notiies

specifies the use of TLS (Transport Layer Security) [16] for
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prior establishment of a secure link. Each protocol insgtagsz  number. The calling domain needs to intercept this requekt a
tablishes a session key between the two parties. The securitespond with the extracted token, signed by the calling doma
analysis made in [18] explains that the PKI (Public Key Isfra according to [39]. The verification phase relies itself oouse
tructure) and DH (Diffie-Hellman) modes of this protocol are E.164 routing.

vulnerable to DoS attacks if the receiver is flooded with fake  Arecentproposal called VIPR (Verification Involving PSTN

security requests. Reachability) [45] proposes to solve both the E.164 routing
and verification issues. It is an hybrid approach combining
2.1.3. Mechanisms operating in the media plane \VoIP, P2P and PSTN components which uses PSTN reliabil-

The SRTP (Secure Real-Time Transport Protocol) standaridy to build secure routing information. It requires thatkalo-
[8] ensures authentication of each media datagram in additi main has a PSTN and a VolP connection, joins a cross-opsrator
to its integrity and confidentiality protection. Itrequsrasingle  P2P network and publishes in the DHT (Distributed Hash Ta-
master key from which integrity and confidentiality keys areble) the list of its PSTN phone identifiers and one of its VoIP
derived. Establishing this master key between endpoingdrea proxy. Once a PSTN inter-domain call is completed, if the
achieved at the VoIP signalling level with TLS/SDES, MIKEY called number is found in the DHT, the calling domain con-
or SIMIME protocols. tacts the called domain and obtainsrgptographic call token

Alternatively, this may be achieved at the media plane levebounded to the specific called number and to the specific call-
with ZRTP (Media Path Key Agreement for Unicast Secureing domain, along with the SIP routing information requited
RTP) [56] or DTLS-SRTP (Datagram Transport Layer Securityplace direct VoIP calls in the future. While this mechanidgm o
Extension to Establish Keys for the Secure Real-time Trarsp fers an incremental approach, we foresee some limitatibies:
Protocol) [27] protocols. These two protocols operate &s fo called endpoint can not authenticate the calling numbeh ea
lows: once the media connection information is extractethfr domain has to store potentially a large number of tokens and
the SIP SDP offer, one endpoint initiates a key establishmerbesides all it requires PSTN endlessly. Actually, when the v
exchange with the remote peer. This exchange applies eithédity period of a token has expired or when a new destination
PSK (Pre-Shared Key) or DH (Diffie-Hellman) methods. Sev-is being called, a PSTN verification is required and a newrioke
eral endpoints authentication mechanisms are availalggald has to be validated (and stored). If the signature key of a do-
signatures, PSK or authentication fingerprint passed gir@u  main is compromised, the PSTN verification shall be repeated
secure signalling channel. A last optionis supported WRTE  for each token previously issued by that domain.
which is a SAS (Short Authentication String) to be spoken and
verified by each peer. 2.1.5. Protection against SPIT threat

As explained in [18], deploying a PKI or shared-secrets A parallel was quickly drawn between SPIT and SPAM and
at the end-user level raises respectively operational tmp several counter-measures are proposed in [44]: use of white
ity and scalability issues. On the other hand, the ZRTP SASists or black lists, reputation techniques creating eisaf trust,
method may be used only for sessions that involve humans ghallenge of the caller with CAPTCHA or mathematical puz-
both ends of the communication. For these reasons, and bgles, payment at risk, call rating (and filtering) based @tist
cause the SDP offer also has to be protected, a security pr@eal analysis. To be efficient, most of these techniquesireq
tocol at the VoIP signalling level is required most of thedim that the caller (or at least the calling domain) is authedid.
Finally, [18] highlights the incompatibility between thead-to-  Whereas this is usually the case in intra-domain, callgment
end media key establishment model and some legal inteocepti tication in the inter-domain context is a tricky issue, esaly

constraints. when the interconnection proxies are reachable from angavhe
. o on the public Internet. Consequently, the approach we m®po
2.1.4. Routing and verifying E.164 phone numbers in this paper first aims at authenticating the caller (oriog

\oIP identifiers create a routability and verification issueing domain) in an efficient way.
because most of them are formatted according to the E.164 Nevertheless, even if the caller (or the calling domain) has
standard [17] which lacks the domain part. The ENUM (E.164been successfully authenticated, the first call creates@ape
NUmber Mapping) protocol [17], build on the DNS principles, tion because the caller is not part of a white or black listv-Se
offers a theoretical solution but it has not been widely dgetl.  eral consent based approaches are discussed in [44] wigere th
In fact, publishing end-user routing information wouldateea  callee receives a call notification and later decides hovato h
SPIT risk for the responder. Consequently, the routing ®6E.  dle it. As an alternative approach, the authors of [37] agsum
VolIP identifiers is mainly done on a hop-by-hop basis, rejyin that call participants usually establish cross-medidimeia (via
on trusted interconnection operators which keep the rguin  e-mail, web or business card exchange) before placing a VoIP
formation private. call. Weak secret information may be obtained to reach a spe-
Regarding the verification of the received E.164 caller idencific contact and then inserted in the SIP-INVITE request as a
tifier, a proposal was made in [54] to perform an RRC (Returnweak) authentication token. As for VIPR [45], this appiioac
Routability Check). The protocol is as follows: whenthde#l requires the storage of a large number of tokens.
domain receives a SIP-INVITE request, it extracts the E.164
calling number, generates a random token including cadlrinf
mation and sends a verification request to the claimed gallin
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2.2. DoS Protection 2.3. Protocols using shared key cryptography

The exposure of secure call mechanisms based on public The application independent security protocols listedsa-S
key cryptography to DoS (Denial of Service) risks may be re+ion 2.1.1 do all support a PSK (Pre-Shared Key) mode which
duced with one of the following approaches. The first one conincreases the authentication and key establishment peafures.
sists in increasing the processing performance of the lwst sThe PFS security property is, however, not achieved: if the a
that it can handle more cryptographic operations, as peipos versary obtains the shared secret, then all the previosgses
in [51, 15]. Another solution is to choose the cryptogragdde  keys are compromised.
rameters so as to reduce the computation cost for the respond  The same statement holds for the various authentication and
In the RSA based TLS handshake, this is achieved by settingey establishment protocols analysed in [11], whateventime-
a relatively small private exponent within the limit defined  ber of parties involved and the method used for key establish
[10]. ment (agreement versus transportation). Furthermoresethe

A third approach is to delay the heavy computation tasksponder usually needs to perform (at least) one cryptograph
required by the responder by first challenging the originato operation for checking the validity of the received message
This principle is retained in several proposals [22, 3, 5Bgre  Recently, a new MIKEY mode denoted KMS was proposed in
the respondeB, for each new connection attempt, first returns[29]. It is a ticket-based approach with a trusted third yart
a cookie to the originatoA. The cookie usually includes an inspired from Kerberos [32], which can also be integrated in
ephemeral Diffie-Hellman (DH) value which requires one ex-the VoIP call establishment. Since the KMS protocol perform
ponentiation forB. In [22] the authors claim that this value key transportation, it does not support the PFS propettgasta
may be pre-computed but this does not work in case of (D)Do®egative impact on transport and forces the responder to-mai
attack because the responder would have to compute new vad&in a connection state before it can check the validity ef th
ues almost continuously. In [3] it is recommended fR&eeps received message.
the same DH value as long as it is under a heavy load. However, An alternative approach is described in IPACF (ldentity-
even if B is not required to compute an exponentiation at eactBased Privacy-Protected Access Control Filter) [55], vetesrch
new connection request, it is easy foito acknowledge the re- single frame conveys an access filter value requiring only a
ceived cookie and then to forde to verify a wrong signature comparison operation for the responder. This filter valugis
at the next step. The same analysis applies to [53] wBdee  dated at each new frame and it depends on a shared secret key
protected at the very first step (because of the cookie jpliglci  established between the server and each client. When thex ser
but needs to perform a public decryption on the second megeceives a frame with a valid filter value, it responds to trent
sage received, whereas returning the cookie consumestalmaogith a new responder filter value and updates the client filter
no resource for the attackar. value for the next frame; the same process holds for thetclien

A fourth approach for the responder consists in caching preH the received filter value does not match the expected tiee, t
vious (successful) connection state. This is describedhén t message is discarded without requiring any cryptograptaie p
TLS standard [16] under thgession resumptiomode. This cessing. This mechanism also provides user privacy by sgndi
mode is useless in case of (D)DoS because the cache mayrapallpseudo-I1D which is user specific and changes at each frame.
be overloaded with attacker sessions replacing those @f leg It is, however, unclear how the protocol behaves if some mes-
imate users. The counter-measure where the session statesages are lost or disordered, and whether strictly bidoeat
stored by the client [48, 46] certainly preserves the serger exchange has to be maintained between the server and each
sources but it can not be enforced for attacking endpoints.  client.

A more promising approach, calletient-aided RSAs de- The DRCEP protocol described in Section 3 retains the
scribed in [12] for TLS. It consists in transferring a sigedfint  IPACF principle of dynamic filtering values while suppogin
part of the computation load to the originathr When it re- message loss or disorder, as well as unidirectional flow.only
ceives a connection request, the resporitleeturns a vector, It also supports the PFS property and optionally a hieragethi
along with its certificate, té\. ThenA encrypts the PMS (Pre- architecture to simplify the management of shared secrets.
Master Secret) witf3 public key and performs additional com-
putations with the exponents received in the vector. Theer-
forms the remaining exponentiations which are less consgimi
than the complete PMS decryption. Furthermd¥enay force 3 1. General overview
A to pass a hash computation challenge before performing any

exponentiation. Although this last measure does not gteean the users endpoints themselves or proxies acting on behalf o

thatAisa Iegltlmate_ user, it increases the computatlon_load. them. For performance consideration, and DoS protectian, t
The above solutions, and others analysed in [50], improve

the resistance of the responder to (D)DoS attacks but, eren fprotocol uses only symmetric cryptography, which requites
S y andB to have a shared-secret. Since installing shared-secrets
[12], the gain is limited to a factor below 20. Even if these

. - . ~between each pair of entities is not scalable, an intermgdia
approaches are combined for greater efficiency, we Emtﬂ:lpaservers may be involved. Entitys has one shared-secret with
that the (D)DoS resistance will remain much lower than with Y )

shared kev crvotoaranh A and one withB; it is responsible for authenticating those en-
y cryptograpny. tities and for providing tdA the material required to contalBt

3. Protocol specifications

The protocol runs between entitidssand B which can be



|| or, Concatenation operator.

@ XOR operator, equivalent to binary modulo addition.

{V}k Encryption ofV with symmetric keyK.

ot Time precision period used for time related operations.

AM Authenticated Message sent froknto B .

ATIg One of the Acceptable Transaction Index for enlity

BTIg, p'" secret Base Transaction Index of enfityThe initial value is noted@TIg .

CK(TIg, X) Confidentiality Key used for encryption operations.

Cx or C Public constant.

FK(TIg, X) Filtering Key matching transaction ind8Xy, of entity E and issued by entit¥X.

FV(TIg, X) Filtering Value matching transaction ind@&tg of entity E and issued by entitX.

H(V) The result of an one-way hash function appliedto

IK(TIg, X) Integrity Key used for MAC operations.

Kas Secret master key shared between entitiesdB.

len(V) Binary length of valuéy.

A mod B The remainder of the integer division of A by B.

MACKk (V) Message Authentication Code appliedviavith key K. WhenV = 3, the MAC applies to
all the fields contained in the message.

oM Original MESsage to transmit frorh to B.

OTPRg One-Time Pad Result targeted to enfity

SK(TIg, X) Session Key matching transaction indel; of entity E and issued by entit¥.

TIg or Tlg (t)
TMg
TRID(TIg)

Secret (current) Transaction Index of entity
Transaction Material intended to entify
TRansaction IDentifier corresponding to transaction xidg; of entity E.

Table 1: Notations used in this paper

Consequentlys needs to be on-line and may be duplicated fortransaction legs.

redundancy purpose. This is not seen as a real constraiog si This architectural setting is similar to that of Kerberost b
most communication protocols today require an on-line TTRhe protocol is different and it brings additional propesti PFS
(Trusted Third Party) — at least for phone number routing oris achieved even if an entity or a long-term secret is compro-
for periodical verification. In Section 3.6, we explain hdvist mised. The protocol also offers DoS resistance and the $ize o
architecture can be extended with several intermediameser the final messagdM is close to that of the Original Message
Si to meet the classical hop-by-hop inter-domain model or tqOM). This last property is obtained becad3BCEP requires
reduce the number of shared secrets maintained byStaéi no key transportation in thAM message (as opposed to Ker-
though not explicitly described further on, the protocabligs  beros). Finally, the encryption and MAC keys are renewed at
to the intra-domain context as well or to a mixed scenarior@he each transaction; this increases the security of the dyana

S may be in a third domain. tocol.

The protocol operates on teansactionbasis and several The DoS resistant property comes from the exclusive use
transactions can be triggered concurrently by the origingith ~ of symmetric cryptographic algorithms and from the insarti
support of transaction loss or disordering. Disorderingnge of a dynamic Filtering Value{V) in each transaction message.
that a first transaction message is received by the respafider This filtering value is derived from the TRansaction IDegtifi
ter a second message triggered later on (this may result frof'RID) that enables the responder to infer the corresponding
an underlying UDP transport). A transaction is defined as th@ransaction Index¥I). In this respect, th&'RID value corre-
set of DRCEP operations and messages required to send asponds to the public image of the Transaction IndgR ¢hat
Authenticated Messagé\(M) from A to B. The AM message shall be kept secret. The responder enfidyof any intermedi-
includes specific protocol information and the Original Mes ary serveiSi) can check straight away the receied value by
sage OM) that A wants to deliver toB. The AM message comparingittothe pre-computed (expected) one. In thergéne
offers integrity protection an@M may be encrypted for confi- case where the responder receives concurrently protocsl me
dentiality purpose. When the protocol runs directly betwée sages from a large number of originators, this filtering galu
andB, a singleAM message is required to perform entities au-also serves as an authenticator of each single originater. A
thentication, key establishment and to deliver the origidlal ~ opposed to several protocols (SIP Identity [39], KerbeB3g,[
message. When intermediarySi servers are involved, this MIKEY [5]), the responder is not engaged in any resource con-
require® x n additional messages which corresponds sub-  suming operation (cryptography, context handling or mgssa



generation) before a validV value is detected. This ensuresto 3.2. Notations

the responder maximum protection against DoS attacks.-Addi  The notations used in this paper are summarised in Table 1.
tionally, because thEV value changes at each transaction in an

unpredictable way, it serves also as a protection agaimst 0t 3.3, Case 1: protocol run between two entities A and B
replay attacks. W L i o

! . e assume entity is the initiator and entityB is the re-
. Erom th|s_perspect|veDRCEP protocol follows th_e same sponder. They share a secret consisting of two pieces of in-
f||ter|.ng p””c'p"? as the IPACF protocol [55] by using a dy- formation: the master kel and Ty which is the current
namic value which is updated at each message. Sincgthe transaction index of the responder entity This index is iter-

s o empor o s i Nenachon 13 & SaEh new ransacion ouh a publ lgorm
P From the (current)'ls value, entitiesA and B compute

(TI) has been issued by the originator. The set of Acceptable

. L .~ “Thdependently the transaction identifiERID(TIg) which is
Trangactlon IndexATT) malntgmed by the responfjerat.agwen the public image of the transaction index. This identifiealsh
time is called aransaction window The transaction window

accommodates for possible transactions loss or disoglbgn depend on thefl value and be the result of a cryptographic
P . : . function such that observing any number of previous idemfi
cause, as opposed to IPACF, there is not a single transacti

c%fbes not reveal any information on the curré@ig value nor
index (and thus a singlBV value) acceptable by the respon- y b

. . ) . on its future values. Hence we propose to apply a one-way
Fier ata given time. More premse_ly,. th_e Transgcnon Indeby ( hash functionH to the concatenation of the transaction index
is part of the shared-secret and it is iterated indepengéntl

" : . TIg and a public constant:
both entities at each transaction. It serves as a pre-intage t ~ - P

secure one-way hash function to form tA&ID value that is TRID(TIg) « H(C1|Tle) @
the public image off'T.
In the general case where the responBereceivesAM Then, the dynamic filtering value issued hyand expected

transaction messages concurrently from several distimtties 3 for this transaction is computed from the transaction iden-
Ai, it can not maintain a separate transaction index (and thgfier. For now, a strict equality is enforced:

corresponding transaction window) with eadh Therefore,
the above principles are adapted so thatnly has to maintain
its own Tl value and the corresponding transaction window
for all the possibleAi entities. TheT'lp secret is shared with The session kegK(TIg, A) established betweek andB
all Ai entities and iterated independently by eddithrough a  for this transaction is computed independently by bothtiesti
secure one-way function to achieve the PFS (Perfect Forwarlom (at least) the master kéy, and the (current) transaction
Secrecy) property. indexT1Ig of the responder. The session key shall be the result
Fromthe shared-secrélp and the master kely »;5 shared  of a cryptographic function such that knowing past sesseysk
betweenAi and B, eachAi entity derives the corresponding and the corresponding transaction indexes does not erfable t
transaction material, among which th8/(TIg, Ai) filtering  adversary to determine the master K€yp. In this context,
value and the session key. The key derivation function shalind further on, impossible meaosmputationally non-feasible
satisfy the PFS property, meaning that if a derived key is-comwith non-negligible probability Hence we propose to encrypt
promised, the adversary cannot infer the master key or d&igy ot the concatenation of the transaction ind&x and a public con-
derived key. Furthermore, to ensure cryptographic sejparat stant under the master k& g:
between the different parts of the protocol, the masteikgy;
serves only for keys derivation purposes. The same priegipl
apply to each sub-transaction leg in the general case winere t
is no direct relation (i.e., shared-secret) betwaéandB, and
intermediary serverSj are required. From this material A is able to send td3 one of the two
There are several approaches to integrate VoIP signallintpllowing Authenticated Messaged\}1). The first message
with the DRCEP protocol. In the first approach, each VolP (4) supports integrity protection only while the secondd8jls
message is encapsulated into a single Authenticated Messagonfidentiality protection of the original messagai:
(AM) corresponding to a uniqueRCEP transaction. Alter-
natively, theDRCEP protocol can also be used as an applica- AM: A — B: FV(TIs, A), OM, MACrk(r1y 4 (5) @
tion independent protocol to establish a secure channéleat t
network or transport level. In that case, the singlel mes-
sage received b¥ is sufficient to perform authentication and
session key establishment witti. The third approach differs In message (4), thBS(T1g, A) key used for integrity pro-
from the previous one by encapsulating ®ieP- | NVI TEre-  tection may be the session key itself or a key derived frommit.
quest into theAM message that also serves in establishing thenessage (5) theK(TIg, A) andIK(TIg, A) keys may be de-
secure channel. rived from the session key. Alternatively, we suggest thasé
keys are obtained frof 5 andTIg in the same way as the
session key:

FV(TIg,A) « TRID(TIg) @)

SK(TIp, A) «— {C2||TIs }k (©)

AM: A — B : FV(TIg, A), {OM}ck(rig,a) MACik(T15,4) (5)  (5)



the transmission delay is lower than the time precisign For

IK(TIs, A) — {Csl Tl tx o p ®)  this reason, and also to accommodate for possible transacti
CK(TIp, A) «— {Cull TIs}k o5 (M loss or disorderingB shall maintain aransaction windowof
several Acceptable Transaction IndeXéBl i (¢) at timet:
In a simplified modeCK(TIg, A) andIK(TIg, A) do not ATIp (t) — BTIg p +t + k x 6t (11)

depend on the (current) transaction indédg and thus are the

same for all the transactions. Since changing these keysht e
transaction only requires two symmetric encryptions and in
fé(ta;zi(sj the overall security, the simplified mode is nohéurt B andk is a relative integer in the rang@min, k] With

. . Kmin < 0 < kiax. The valueA = kjax — kmin + 1 is defined
Whenl receives one of the two messages (4, 5), it CheCk%s the window size and corresponds to the (constant) nuriber o
the received transaction identifif@RID(TIg) (that equals the P

FV(TIs, A) value), against the expected one for its Currentacceptable transaction indexes maintainedbyThe BT ,

transaction indexl'Ig. If this check fails theAM message value is iterated ever§) seconds gccor(_jmg to (10). In a(_jd|t|on
S . . . . totheATIy i values, the transaction window shall also include
is silently ignored, els® infers the corresponding transaction '

materialSK(TIg, A), IK(TIg, A) andCK(TIg, A). From this :ir;en?l)c)c-)rrespondmg transaction identifiexefined by Equa-
material B can check theAM message and decryM. For '
performance optimisatio3 can pre-compute all the transac-
tion material from the current transaction ind&g and the
master keyK A, prior to receiving theAM message.

Once the current transaction is completadandB iterate WhenB receives the\M message, it compares the value of
independently the transaction ind&%s. The simplest option TRID(TIg) issued byA (TRID(TIp) = FV(TIp, A)) to the
is to apply a linear function, like adding a constant to the-pr A valuesTRID(ATIg x) contained in the transaction window
vious TTg value. When multiple originators are considered, itat the current time. If a match is foundB infers the cor-

is desirable to link the transaction index with the currémiet ~ responding transaction indéXp used byA and the remaining
valuet: transaction materi&dK(TIp, A), IK(TIg, A), CK(TIg, A). If

no match is foundhenAM is silently ignored.

Since theATIg i transaction indexes dependthe trans-
action window is a sliding window those values are chang-
In Equation (8) we only consider discrete values for timeing along the time. Everyt seconds, the valuein Equation

thust is rounded with the time precisioit. TheBTIg o value  (11) changes which implies that the previoAiSlg i, trans-
corresponds to the Base Transaction Index set up bytime  action index is no longer valid and that a new transactioexnd
t = 0 and shared witA. From the initial shared-secrBil'l o ATIg x,,.. is computed. The range &f (from kyin 10 kpmax
and the public parametét, A andB can simultaneously com- with k,,;, < 0 < knax) Should be chosen to accommodate
pute the current transaction ind&8{s(¢), assuming their re- network delays and possible clock drift betwegrandB. In
spective clocks are synchronised. From this setting, ifyet  practise, this means that the transaction window shallagont
or B is compromised, the attacker obtaifdiSaz, BTIg,0) and  more past transaction indexes than future transactiorxe@xde
thus can recover all the previous session keys. To solvértits  (|kmin| > |kmax|). FOr example:st = 10ms, A = 1000,

In Equation (11)¢ is the current time value rounded with
precisiondt, BTIg ;, is the current base transaction index of

TRID(ATIg i) <« H(C1||ATIg ) (12)

TIg(t) « BTlg,o +t 8)

itation and achieve the PFS (Perfect Forward Secrecy) pope ki, = —700 andk,,.x = 299 accommodates for possible
we propose to iterate the base transaction indeR efrery© clock drift and transmission delay of several seconds batwe
seconds with a one way function: A andB. Onits side, the originator entit§ does not have to

maintain a transaction window. It just has to know the public

valuesst and© of B and to maintain a reasonable synchroni-

sation withB clock. Assuming these hypothesis are ndehas

From equation (9), the current transaction indeRds the sum  the assurance that the transaction indiéx(¢) (cf. Equation 9)

of the p*" base transaction indéXTT , and the current ime Matches one of tha acceptable\TIp x values maintained by

t (rounded with precisiot). The valueBTIg , is obtained B when it receives thd M message.

recursively fromBTTg o by applying a one-way function every  In the other way round3 can send to\ an Authenticated

© seconds. Assuming each entity can erBS , ; after ~Message AM) by performing the same operations, assuming

the iteration andd is a secure one-way function, £ or Bis B knows the current Base Transaction Ind#KIy , of A.

compromised at time- the attacker obtain3TIg , but can not

recoverBTIg , ;. This means the PFS property is achieved3.4. Case 2: involvement of a single server S

except for the lastt¢; mod©) seconds. In this section, we assume thathas no association with
From this setting, it is cleathat the indexTIg(t) com-  putthatis has an association wittand tha has an association

puted byA when creating the transaction is not equal to thewith B. This means thaf\ shares the secreK(s, BTIs ;)

one computed b3 when receiving the\M message (exceptif with S; entity A also knows the public parametei®,(©) of

TIg(t) < BTIg,, +t 9)
BTIg,p, < H(Co||BTIg,p—1) every® seconds witBTIg,1 < H(Co||BTIg,0)
(10)
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S. Similarly, S shares the secret&¢g, BTIg /) with B and Upon reception of thésuthQ messages compares the re-
knows the public parameters Bf For simplicity purpose, we ceivedFV(TIg, A) to the A acceptable valueEVy(TIg, A)
assume that the public parameterssadind B (6¢, ©) are the  pre-computed in the current transaction window. If no match
same and that = p’, but this assumption does not restrict the is found, theAuthQ message is silently ignored elSenfers
protocol scope. the transaction indeX'Is used byA and computes the related
As afirst stepA sends an authorisation quedn(thQ mes-  keyIK(TIg, A) (according to Equation (17)) from which it can
sage) toS to authenticate and ask for transaction material tacheck theM AC of the AuthQ request.
contactB. If S accepts the query it returns an authorisation  Assuming theM AC check is correct, the computes the
responsefuthR message) with the requested transaction maCK(TIs, A) key (according to Equation (18)) from which it can
terial and themA can send the correspondidgl message to decrypt theldent information and obtains the receiver identity
B. The first part of the transaction (messages betweemd B. AssumingS shares the secret8 {1z, Ksg) with B it
S) follows the same security principles as in Section 3.3 by uscomputes the transaction matedi&f (T1Ig, S), SK(TIg, S) re-
ing dynamic filtering values and the second pah[ message lated to the current transaction ind€%;(¢) of B (according to
from A to B) is identical to the operations described previously.Equations (9, 10, 1, 2, 3)). Theéhreturns this Transaction Ma-
To achieve the first part of the transaction, enfitylerives  terial TM to A through theAuthR message below. Prior to
from the current transaction ind8Xs(¢) of S two transaction crafting theAuthR message$ needs to compute the remain-
identifiersTRID(TIs), TRID'(TIs) and the correspondingfil- ing keysIK(TIs, S), SK(TIs, A) (according to Equations (17,
tering values. This information is computed according to&q 16)) for the sub-transaction leg witk.
tions (9, 1, 2):

AuthR : S — A : FV(TIs, S), TMa, MACik (114 5) (%) (23)
TIs(t) < BTIs,p + ¢ (13) TMa < SK(TIs, A) @ (FV(TIg, S)||SK(TIg, S)) (24)
TRID(TIs) « H(Cy|TIs), TRID’(TIs) «— H(C} || TIs) (14)
FV(TIs, A) «— TRID(TIg), FV(TIg, S) «— TRID'(TIs) (18) In Equation (24), a one-time pad operation is performed

with the keySK(TIg, A) that is shared betweeh andS for
The base transaction ind®as ,, of S in Equation (13) is this specific transaction and which is renewed at each tcansa

iterated every seconds according to Equation (10) to achievelion. The value of thesK(T1s, A) key is added (modulo 2)
the PFS property. Then, frofiils andK ss, entity A derivesthe O the concatenation of information required Ayto contact
keysSK(TTs, A), CK(TIg, A), IK(TIs, A) andIK(TIs, S) by B, that is the Filtering Va_Iu@V(TIB, S) anq the Session Key
following the same principles as in Equations (3, 6, 7): SK(T1Ig, S)). For Equation (24) to be valid, we assume that
len(SK(TIs, A)) = len(FV(TIg,S)) + len(SK(TIg, S)).
When entityA receives theAuthR message, it first veri-
IK(TIs, A) « {Cs||TIs}x og, IK(TIs, S) «— IK(TIs,A) ® C;  (17)  fies that the receiveBV(TIg, S) value matches the expected
CK(TIs, A) « {Cul|TIs}x g @sy  one for the transaction of indeKIs it has initiated withS (cf.
Equations (14, 15)). If this is the cask uses the pre-computed
IK(TIg, S) key to check the\IAC of AuthR. If the MAC is
valid, A extracts the required transaction material to cornBgct
' by applying the specifiSK(TIg, A) session key to the received

SK(TIs, A) «— {C2||TIs}k g (16)

Then A sends theAuthQ messagesee Equatiorf19)) to
S. In this messagddent contains the transaction information
especially the identity of the target entiB/and a nonce. For

. . . . . TMj, value:
confidentiality purposddent is encrypted with the symmetric A
key CK(TIs, A): FV(TIg, 8)||SK(TIg, S) — SK(TIs, A) & TMA (25)
AuthQ: A — S : FV(TIs, A), {Ident} ok (r1g,4) MACIK (16,4 (Z) (19) From theSK(TIg, S) session keyA derives two specific
keys CK(TIg, A), IK(TIg, A) and sends the following\M
message td3:

On its side,S maintains at time a transaction window of
A consecutive acceptable transaction indeX&$s (¢), com-
puted in the same way as (11). In Equation (20) belovg
[kmin; kmax] and the base transaction indBXIg , is iterated

every © seconds according to (10). The transaction window  \whenentity B receiveshe AM message, it first checks that
also contains the transaction identifiers and filtering @slior  the receivedRID(TIg) value (TRID(TIg) = FV(TIg,S))
eachATIs k(¢): matches one of the pre-computed transaction identifierseof t
ATIg 1 (t) — BTIsp + t + k x 6t (0)  current transaction window. At timg the transaction window
of B contains theA acceptable transaction index&%1p i (¢)
and the corresponding transaction identifiers (cf. Equatidl,
12). If a match is foundB computes (or recovers) the cor-
responding session k3K (T1g, S) from which it derives the

AM: A — B : FV(TIg,S), {OM}cx(rig,a)s MACK (tig,a) (3)  (26)

TRIDy (TIs) « H(C1||ATIs k), TRID; (TIs) «— H(C}||ATIs k)  (21)

FVi(TIs, A) « TRID,(TIs), FVy(TIs, S) — TRID,(TIs)  (22)



CK(TIg, A) andIK(TIg, A) keys for completing thd M ver-  possible schemes to produce the filtering value; we propese t

ification. following one:
Note: it is possible to include in thAuthR message an '
authenticatof RCheck(T1Ig, S) generated by to prove toB TRID(TIg) = P1[[P2|[Ps with len(P2) = len(IDa;) (28)

thatS has authenticated and allowed the transaction of index FK(Tlp, Ai) — {Cs | Tle bicpip (29)
TIp for entity A. This authenticator shall be constructed in ¥ ("' A1) = PrllP2 ©IDil[Ps & MACrsccrip an (P[P G1DAT i)
such a way that it can not be manipulated Ayand also that
it can not be used by an adversary to impersodaté-or this In Equation (28), the valu€RID(TIg) (obtained from Equa-
purpose, the authenticator shall include at least&C based tjgn (1)) is logically split in three parts. Themi computes
on a symmetric key shared betwegrmandB. We propose 10  the symmetric keyK(T1g, Ai) that it shares wittB for this
compute this authenticator in the following way: specific transaction of indeXIg (cf. Equation (29)). The
filtering value represented byV(TIg, Ai) is obtained from
TRCheck(TIp, S) «— MACyk(rig,s)(IDa, @IP4,IDg, @IPs, TIg) (27)  TRID(TIg) by performing the following operations: the first
part of FV(TIg, Ai) is equal to the first part GT'RID(TIp)
(P1). The second part d&fV(T1Ig, Ai) is the result of the mod-
In the above equatioiDg and@IPg are respectively the yjo 2 addition ofP, andID,;. Since the value oP- changes
identity and IP address of entify and VK(TIg,S) is a key  at each transaction this ensures thatlhe; value is masked
specific to this transaction, derived as the other tranma&®ys  to a protocol eavesdropper. The third partfdf (TIg, Ai) is
(i.e., by encrypting thel'ly value and a public constant un- the result of the modulo 2 addition &; and aMAC which
der the master keKsp). Since the use of the authenticator gepends on thEK(TIs, Ai) key. TheMAC input is obtained
TRCheck is already described in [7], it is not repeated hereby concatenating the first two parts BV (TIg, Ai) with the
(and further on) for concision purpose. Actually, the anthe  transaction index valugly related to this transaction.
cator can be uncorrelated from the remaining protocol epera  Then the value of the session k8K (TIg, Ai) and the keys

tion. CK(TIg, Ai), IK(TIp, Ai) are computed according to Equa-
. o _ tions (3, 6 and 7) with the kel{ 5;5. From this security mate-
3.5. Case 3: multiple originatorai rial, Ai forms theAM message (cf. Equation 5) and sends it to

In Section 3.3, we assumed tHabnly receivesAM trans-  B.
action messages froth. The same assumption was made in  On its side,B maintains a transaction window containing
Section 3.4 betweeh andS and betwees andB. In practical the A acceptable transaction indexd¥1g . and the corre-
scenarioB may be in relation with severali entities and re- sponding transaction identifiers (cf. Equations 11, 12).eWh
ceivesAM messages from anyi entity at any time. Following receiving aAM message first verifies th&'V (TIg, Ai) value
the protocol described in Section 3.3, this requireskhsttares by performing successively the three checks below; if one of
amaster ke a;p With eachAi. This would also requirethd  them fails the message is silently ignored.
shares a specific transaction index with ead¢land maintains As a first step,B compares thé®; part of the received
a separate transaction window but this scheme is not sealabl filtering value with thelen(P;) first bits of theA identifiers

To avoid this issue, we assume that eadtknows the cur- TRID(ATIp i) contained in the transaction window. If a match
rent base transaction ind&'Is ;, of B from which it can com- is found,B infers the correspondingRID(ATIg \ ) value and
pute the currert'Ty (¢) index (cf. Equations (9, 10)). Thus, the thus theT'li transaction index issued Byi. In the second step,
BTIg,, value constitutes a shared-secret amond a#éntities. B performs a modulo 2 addition SfRID(ATIg ) and the
When a new entity is added to the group, it does not need toeceivedFV (TIg, Ai) value to extract the receivdd 5; and
get the initialBT1g o value but only the curre3TIp , value. MAC values. Ifthe receivelD 4; value matches an existing en-
From TTg(t), Ai computes the current transaction identifier tity identifier, B infers the correspondingK (TIg, Ai) key. In
TRID(TIg) (cf. Equation (1)). Sinc8TIg , is a shared-secret the last stepB3 checks the third part dfV(TIg, Ai) by comput-
and the current time is rounded with precisiont, entitiesAi  ing the expected valuMACry (1, A1) (P1]|P2 @ IDa;i|| TIg)
andAj may generate the safiRID (T1g) value withina close  and by comparing it to the received one.

time interval. This means that the transaction identifier stéll If the checks are successful, then the receW¥({TIs, Ai)
be used as a filtering value but does not enable to authemticavalue is valid. In other word$3 has authenticatedli and found
the originating entity. the base parametei§aig, Tlg. Therefore,B can infer the

To obtain distinct filtering values for two (distinct) origi  corresponding transaction mater$d{ (TIg, Ai), IK(TIg, Ai),
nating entities generating a transaction towakdwithin the ~ CK(TIg, Ai) according to Equations (3, 6, 7) and eventually
same time intervadt, it is necessary that the filtering value process the\M message, as explained in Section 3.3.
FV(TIp, Ai) does not only depend 6RRID(TIg) but also on
theKaip key. It is also necessary thBtlearns the identity of _ ) _ )

Ai to select the righK i key. Therefore we assume that each 3.6. Case 4. extension to a hierarchical architecture
Ai shares its identityD ,; with B; this identity shall be kept In the previous section we explained how a respoifideain

secret. FromTRID(TIg, Ai), K andID 4; there are several handle transactions from several originataisvhile maintain-
ing a single transaction window for all the possiBleentities.
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Tlg(t) <13> {ATlg (1)} <20> {ATlg (1)} <11>
TRID(Tlg) < P,||P,||P; <14,27> {TRID(Tlg)} <21,27> {TRID(ATIg )} <12>
TRID'(Tlg) < P’ ||P’,||P’; <14,27> Apply <10> to BTlg, every Os Apply <10> to BTlg every Os

FK(TIg,A) <28>

FV(Tlg,A) <29> with (P,,P,,Ps)
FV(Tlg,S) <29> with (P’,,P’,,P’3)
SK(TIg,A) <16>

IK(TIg,A) <17> CK(TIg,A)} <18>

AuthQ: FV(TIg,A),{Identhcy g apMAC mig a)(2)

v

Check FV — Tlg,IDp,Kas, FK(Tlg,A)
IK(Tlg,A) <17> CK(Tlg,A) <18>
Check MAC, decrypt {Ident}
TRID'(Tlg) < P’4||P’,||P’5 <14,27>
FV(Tlg,S) <29> with (P’1,P’,,P’;)
SK(Tlg,A) <16> IK(Tlg,S) <17>

Tlg(t) <9>
TRID(Tlg) <1,27> FK(Tly,S) <28>
FV(Tlg,S) <29> SK(Tlg,S) <3>

_ AuthR: FV(TI;,S), TMa, MAC 1. ) (2) TM, < SK(Tlg,A) @ (FV(Tlg,S)||SK(Tlg,S)) <24>

<

Check FV — Tlg, check MAC
FV(Tlg,S)||SK(Tlg,S) < SK(Tlg,A) ® TM, <25>
SK(Tlg,S) = (CK(Tlg,A),IK(Tlg,A))
AM: FV(TIBvS)’{OM}CK(TIB,A)'MACIK(TIB,A) (2)

v

Check FV — Tlg, IDg,Kgg
SK(Tlg,S) <3>

SK(Tlg,S) — (CK(Tlg,A),IK(Tlg,A))
Check MAC, decrypt {OM}

Figure 1: Description of the architecture and operationthefprotocol in the three-party case. Arrows representxbbange of messages. Remainder represent
the operations computed by each principal for the generatia verification of data and keys. The corresponding espgtire noted <equation number>. For
simplification purposé\i is notedA andSj is notedS.

11



This requires that eachi knows the currenBTIp , shared- achieve theAuthQ/AuthR exchange and to generate the re-
secret and has an associatidb ;, K ;p) with B. These prin-  quired values of: TRID(TIgs), TRID'(TIs2), FV(TIs2,51),
ciples can be mixed with those of Section 3.4 resulting in aFV(TIgs, S2), FK(TIge,S1), SK(TIge, S1), IK(TIge,S1),
architecture wher8 is contacted through several authorisationTK (T1Ig2, S2), andOTPRg; . For these computations, the mas-
serversSj and eaclyj is in relation with several originatorsi. ter keyKgs2 is used with the curredt Tl ,, base transaction
The resulting protocol and operations are described in Figindex ofS2.
ure 1. In this architecturd& maintains a single transaction win- When it receives a validluthQQ message (see Equation
dow of indexesATIg «(t) computed fromBTIg , and¢ (cf.  33),S2 computes thdj current transaction indekIg; (¢) from
Equations 11, 10). Similarlyj maintains a single transaction Equation (8), and the filtering valuéV (TIg;, S2) from Equa-
window of indexesAT1Ig; «(¢). For simplicity purpose, we as- tions (1, 28, 29, 30) The final session ke$K(TIg;, S2) is
sume thatB andSj share the same valuesdt, ©, p, kmin, obtained according to Equation (3). Wh&ireceives message
Kmax- (35), it extracts froniTM,; the FV(TIg;, S2), SK(TIg;, S2)
Assuming entityAi has a shared-secret wiffj and wants  values and then derivésK(T1Ig;, Ai), IK(TIg;, Ai) keys from
to contacB, it computes th&V (TIg;, Ai) value and the corre- SK(TIg;, S2) to craft theAM message.
spondingAuthQ message by combining the principles of Sec-  From this setting, it is clear that the intermediary erditie
tion 3.4 and Section 3.5. Bj recognises thé.uthQQ message S1 andS2 know the final session keyK(T1g;, S2) shared be-
as valid and authorises the transaction visthit computes the tweenAi andBj, which may be desirable for legal constraints.
transaction materiallV (T1g, Sj), SK(TIg, Sj)) for the cur-  However, it is possible foAi to include in theAM message a
rent transaction indeXIg (¢) of B. This material is returned to  Diffie-Hellman valueg*Ai wherex; is an ephemeral secret for
A through theAuthR message where th&{(TIg;, Ai) ses-  this transaction. Once it has validated the recei&d mes-
sion key is used to mask the confidential information. En-sageBj completes the Diffie-Hellman exchange by computing
tity A checks theAuthR validity based on th&'V(TIg;, Sj) the new session key*+i*Bi and returning tAi its own public
filtering value which authenticatey, and on theM AC code valueg*®i. In this way,Bj is not involved in heavy computation
for message integrity. If the message is valldextracts the before having authenticated the originatar
FV(TIg, Sj) value and the session kB¥ (T, Sj) from which
the CK(T1Ig, Ai) andIK(TIg, Ai) keys are derived.
This three-party architecture can be extended to a fouy-par
architecture where the originator endpoinisand the outbound We present in this section a heuristic evaluation about the

proxy S1 are part of networklomA and the responder end- ropystness cPRCEP protocol to guaranteeing the system se-
pointsBj and the inbound prox§2 are part of networkdomB.  cyyrity properties. We expect froMRCEP protocol to be ro-
EachAi entity has an associatiofil{ai, Kais1) with S1.and  pyst with regard to the four main traditional security prdies
knows the shared-secrBfl'ls, . Similarly, S2 has an asso- that any information system must guarantee [30], that arp: (
ciation with eachBj andS1 has an associationilis1, Ksis2,  availability, (2) confidentiality, (3) integrity, and (4)thentic-
BTIs,,p) with S2. _ _ ity. We also expect fronDRCEP protocol to provide (5) PFS
The protocopresented in Table 2 describie overall op-  (perfect Forward Secrecy) property which is less common, es
eration for oneAi endpoint ofdomA to contact oneBj end-  pecially for protocols based on symmetric cryptography.
point of domB through the proxies1 and52. The whole Concerning availability, the goal is to minimise the impact
transaction consists in three steps: first betwaerand S1, of (D)DoS attacks on the protocol entities, especiallyand
then betweers1 andS2 and finally betweeni andBj. Prior B pyt also on the intermediary servers (if any) which may be
to sending message (32)j computes the transaction identi- j,volved in the transaction completion.
fiers TRID(TIs; ), TRID'(TIs; ) based orBTIsy,, and¢ (cf. Regarding confidentiality, the protocol must prevent any ad
Equations 13, 15). Then, the corresponding filtering valuegersary from knowing the Original Message (OM) or the Ses-
FV(TIs,, Ai) andFV(TIs,, S1) are obtained from Equations  sjon KeySK(TI;, A) established betweeh andB. The val-
(28, 29, 30). On its sideS1 maintains a single transaction es of the shared-secrefBI;, Kp) shall also be protected
window for all Ai entities containing thé\ acceptable indexes from disclosure or recovery. Additionally, tident informa-
ATl k() obtained from Equation (11). Upon receiving a tion contained in theAuthQ message and the entity identi-
valid FV(TlIg1, Ai) (cf. Section 3.5)S1 infers theTlg; trans-  fier IDy, incorporated in the computation of the Filtering Value
action index issued bwi and the corresponding transaction (FV) shall also not be accessible to a third-party.
material: the session ke3i(TIs;, Ai) is obtained from Equa- The integrity property concerns each message of the proto-
tion (16) and the integrity keyBX(TTs;, Ai), IK(TTs1, S1) are  col (AuthQ, AuthR andAM). Since each message is protected
obtained from Equation (17). THEM A; value of message (35) py 5 Message Authentication Code (MAC), the underlying goal

4. Security analysis

is computed according to Equation (24) as follows: is to guarantee the confidentiality of thE keys involved in
MAC computations.
TMa; «— SK(TIsi, Ai) @ (FV(TlIg;, S2)||SK(TIg;, $2)) (31) The protocol also ensures that each patyahdB) are be-

ing authenticated by their respective servers and eventeat

L . authenticate each other along the key establishment @oces
The same principles apply between entittdsand S2 to g y B
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AuthQ: Ai— Sl :FV(TIsy, Ai), Ident, MACik (T1g,,41) (X) (32)
AuthQ: S1—S2 :FV(TIsg,S1),Ident, MACk (T1g,,51)(2) (33)
AuthR: 82 —S1 : FV(Tlsy, $2), TMs;, MACK (110 52) (%) (34)
AuthR: S1— Ai : FV(TIsy, S1), TMas, MACk (114, 51 (%) (35)

AM: Ai—Bj :FV(Tlgy,S2), {OM} ok (T1s;,41) MACIK (115,41 (2)  (36)

Table 2: Extension of the protocol to a hierarchical araites

Finally, the PFS property concerns both passive off-line atcase, the adversary acts as an end-user entity 8) whereas
tacks (like password guessing) and entity hacking wheradhe in the second case it may also control a server erfiify (
versary has obtained the long term secréts K4) of one or Capability CAP5 assumes the adversary is able to obtain
several parties; under these hypothesis the adversatysghal the value of a session k&K (TIg, A) used in any sufficiently
not be able to recover any of the past session K&/S[1s, A). old previous run of the protocol. This capability implies B2
(or CAP3) for the adversary to capture previous protocarinf
4.1. Adversary capabilities mation carried in the exchanged messages. By extensian, thi
We define an adversary as a network entity with significanfapability also includes the recovery of other transackieys
computational power whose primary goal is to retrieve ehoug (CK, IK or FK). -
information about the protocol data messages, to evepioiall As part of CAP1 (and other capabilities) the adversary can
tain an unauthorised access to the service, impersonagita le initiate communications with the other parties of the peolo
imate entity, decrypt and/or alter the contents of a message as Well as replay or alter some legitimate exchanges. In this
impact the service availability. In Table 3, we informaligfthe ~ r€gard, the adversary is naturally exposed to failures aayl m
five elementary capabilities that such an adversary mayegoss eventually be detected by the authorised parties. In theeleq
These capabilities are mainly independent from each otiér a We note asNA the Number of Attempts made by the adver-
may be cumulative. The way the adversary can obtain thesgry- An attempt is typically a call to a cryptographic fuant
capabilities is outside the scope of this paper. the injection, modification, deletion of RRCEP message, or
Capability CAP1 assumes an external adversary who has&Combination of both. We note &\l the Number of Mes-
complete knowledge of the protocol and is equipped with theéages observed, or intercepted by the adversary, from withich
related software. Indeed, the adversary has an instandé of #arvests the required information to launch an attack.
the cryptographic functions required by the protocol and ca . ) ]
invoke them at any time to cralRCEP messages towards any 4-2. Selected security functions and hypothesis
entity of the protocol. We also assume that the adversary can TheDRCEP protocol description presented in the previous
be anywhere in the network and can spoof the network addresgction uses abstract cryptographic functions which are no
of any legitimate entity. instantiated for practical implementation and securitylea-
Capability CAP2 assumes the adversary can read the cotion. The one-way hash functidf(V) is the SHA-256 function
tent of anyDRCEP message exchanged in the network be-specified in [34]. The symmetric ciph¢WV }k is the AES-256
tween any pair of entities. function specified in [36]. Th&IACk (V) function is based
Capability CAP3 assumes the adversary has the entire colon the HMAC standard [35] with the AES-256 hash function.
trol over all the communication channels of thRCEP net-  Given theses choices, Table 4 specifies the lengths of the key
work. Consequently he can delete, delay or alter any messagad security parameters used in the protocol.
exchanged between any legitimate entities. These lengths imply that the MAC result used in Equation
Capability CAP4 assumes the adversary has the entire coif30) to compute th&'V(TIg, Ai) value is truncated to 64 bits.
trol over a legitimate entity and thus can access the long-te We assume that the MAC results incorporated in each mes-
secrets of this entity. This capability may be obtained iy se sage for integrity protection are all truncatedtbIAC = 128
vice subscription or by hacking a legitimate entity. In thstfi  bits. Similarly, the results of the hash function used to pata
TRID in the remainder equations are truncated.tbASH =
128 bits. Because the Transaction Identifier has a lengtR®f 1

Capability — Description bits, the result of the hash function in Equation (10) is tated
CAP1 Injection of prptocol messages to LTI = 120 bits.
CAP2 Eavesdropping of messages

x Concerning the cipher function, all the inputs have a length
CAP3 Alteration of messages of (8 + 120) bits which is equal to the AES-256 block size and
CAP4 _ Control of protocol entities the keys have a length of 256 bits. Consequently, a slight-mod
CAPS | Obtain the values of old cryptographic keys  fication is required to Equation (16) to produce 8#1&(TIs, A)
session key which has a length of 256 bits. The modified equa-
tion is:

Table 3: Possible elementary capabilities of the adversary
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Consequently, if the adversary knows a se¥df plaintexts
SK(TIs, A) = ({C2lI TTs hica s HCR I TTs Fieas) @7 and the corresponding ciphertex®Nl > 3), obtained under
the same (unknown) kel{, the probability to determine the
We then assume that these three functions behave as idgdphertext of a new plaintext (or vice versa the plaintexaof
oracles, so that we can estimate the probabilities of sscce$iew ciphertext) is close tBE; = 27",
associated to various adversary trials. These resultshare t Under the same hypothesis, the probability to guess
linked to theDRCEP protocol to form elementary probabilities bounded byPE, = NA x 27*. To that purpose, the adversary
which are used in the next section to evaluate more complex atriesNA distinct and randomly chosen kels against a given

tacks. The probability results below are based from refegen pair (x, y); if a match is found, th¢NM — 1) remaining pairs
in [30]. are used to confirm the key.

4.2.1. Hypothesis and possible attacks on the hash function 4.2.3. Hypothesis and possible attacks on the MAC function

We assume for the considered SHA-256 function that the We assume for the considered MAC function that the output
outputy = H(x) appears as random to an adversary who has = MACk (x) appears as random to an adversary who has no
no information on the preimage information on the keyK whatever the information he has on

Consequently, given an observed outfpiRID, the proba- the preimage (including full knowledge of the preimage). We
bility that a random preimaggl verifies Equation (1) is close denote respectively, n, k as the lengths of the preimaggethe
to 27T = 27120 Assuming the adversary is able to observeoutputy and the key.

NM distinct TRID; outputs and execut@A times its own in- Consequently, if the adversary knows a seNofl preim-
stance of the SHA-256 hash function wiXiA distinct and ran- ages and the corresponding outpi¥3/[ > 3), obtained under
domly chosen preimagéd;, the probability to guess one valid the same (unknown) kel{, the probability to determine the
transaction index is close E; = NM x NA x 27120 [fa  output of a new preimage is closeRd; = 2~ ". Similarly, the
successful'T; value is found, the adversary deduces the currenprobability to determine the preimage of a new output iselos
Base Transaction IndeXT1 from Equation (9). toPEg =27V,

If the previous attack is successful, the adversary knowsth ~ Under the same hypothesis, the probability to gug€ss
secre3T1g , of entity E and can try to invert Equation (10) to bounded byPE; = NA x 27%. To that purpose, the adversary
break the PFS security property. Assuming the adversary exdriesNA distinct and randomly chosen kel against a given
cutesNA times its own instance of the SHA-256 hash functionpair (x,y); if a match is found, th¢ NM — 1) remaining pairs
with NA distinct and randomly chosen preimages, the probaare used to confirm the key.
bility to guessBTIg 1 is close toPE; = NA x 27120,

4.2.2. Hypothesis and possible attacks on the cipher fancti  4.3. Security analysis of the protocol exchanges
We assume for the considered AES-256 function that the  This section provides the security analysis of RCEP

outputy = {x}x appears as random to an adversary who hagrotocol, based on the previous hypothesis for the sedurity-

no information on the keK whatever the information he has tions. This analysis is performed in a incremental way by fol

on the plaintext (including full knowledge of the plaintext). |owing the construction steps of the protocol: (1) protaeosi

We denoten as the length of both ciphertext and plaintext; andpetween two entities A and B, (2) involvement of a single serv

k as the length of the kel (n = 128, k = 256 for AES-256). S, (3) multiple originators\i and (4) extension to a hierarchi-
cal architecture. At each step, we consider adversariépee

Element Length with the capabilities defined in Table 3. The analysis is tseur

Cx 3 tic rather than exhaustive in that we only consider the k#tac

BT 120 vvhiph are the most likely to occur and have the highest proba-

TT 120 bilities of success.

EFIP[,)Q P, ;;832 6a 4.3.1. Security of a transaction between two entities

i) 32’ ! T_his corresponds tq _the first protocol stage, described in

Kag 556 Section 3.3, where ent|t|et_$ andB _sha_re th(_a secretKhp,

e 128 BT.IB,p) and each transaction consists in a singd message

v 128 defined by Equation (5).

IK 128 1. Attack to the availability property

SII{{ (T A) ;?,2 Attack.Al — The adversary holds cap.ability CAP;. He

™ : 555 tries to sendAM messages t@ without knowing

SK(TT5.S) | 128 the s_h_ared secrets; the goal is to create a (D)DoS
’ condition onB. To this purpose, the adversary needs

Table 4: Length of the security parameters atleastto furnish avaliiV(TIg, A) value, to guess
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3. Attack to the integrity property

one of theA acceptablé\T1g x identifiers contained

in the transaction window o8. ConsideringNA
attempts, the probability of success is bounded by
Pa1 = NA x A x 27120 |f the adversary tries to
craft a fully valid AM message, thB ; probability

is lowered by a factor o —2°6,

2. Attacks to the confidentiality property

Attack A2 — The adversary holds capability CAP2. The
probability that the adversary guesses g se-
cret based on the observationdM public values
FV(TIg, A), and givenNA (off-line) attempts, is
equal toPpo = PE; = NM x NA x 27120,

Attack A3 — Assuming attack A2 is successful, the ad-
versary knows th&TIg ;, value at a given point in
time and can infer all the future values with Equa-
tion (10). The probability ifNA attempts to guess
BTIg -1 (i.e., to break the PFS property for the
pastO seconds) is equal tBas = PE; = NA x
2—120_

Attack A4 — Assuming attack A2 is successful, the ad-
versary knows th&NM valuesTIg(¢) used in the
capturedAM messages. The probability MA at-
tempts to guess thE g key is equal toPs4 =
PE; = NA x 27256, This attack exploits Equation
(6) where the plaintexi{s | TIz) is known, the key
is chosen randomly, and the obtained ciphert&xt
is verified by recomputing th®IAC over the cap-
tured message.

Attack A5 — The adversary holds capability CAP3. The
goal of his attack is to change tkeM part of an in-
terceptedA M message which requires to have the
valid TK(TIg, A) and CK(TIg, A) keys. We as-

sion keySK(TIg, A) and not from Equations (6, 7).
The adversary chooses randomyA session keys
SK; from which it derives the corresponding keys
(CKj, IK;) and forms theAM; message. EachM;
message replays th&V (TIg, A) value captured in
the originalAM message. If the attack is repeated
for NM interceptedAM messages, the probability
of success is equal 5 = NM x NA x 27128,

Notes on Attack A5:

« Because the transaction windowldfs iterated au-
tomatically along the time, th§ A value can not be
chosen arbitrarily high.

« If the CK; andIK; keys are not derived from the
session key, thB 5 5 probability is lowered by a fac-
tor of 2128,

¢ To avoid sending a large amount of messages on the
network, the alternative is to check ea8K; key
against the interceptedM message. In that case,
the probability of success is lowered because an ad-
ditional MAC computation is required at each trial

15

whereas the validity period @&V (TIg, A) remains
the same.

4. Attack to the authenticity property

We assume and adversary that holds capability CAP4. If
the adversary takes the control over entityhe can send
OM messages of his choice B However, knowing the
secrets Kas, BTIg ;) does not enable him to recover
the session keys established prior he has taken the control
overA or B.

. Attack to the PFS property

Attack A6 — We assume an adversary who is holding
capability CAP5 and who has recoverSdI ses-
sion keysSK(TIp, A) along with the correspond-
ing filtering valuesFV(TIg, A). To guess simulta-
neously the secret kdg s and the transaction in-
dexTIg, the adversary chooses randomiy can-
didate key<K; and for each; computes the plain-
text (C2||TT;) of the first session key. If applying
Equations (1, 2) tdl'l; returns the expectedV
value then a match has been found and the remain-
ing (NM — 1) pairs SK(TIg, A), FV(TIg, A)) are
used for confirmation. Similarly tBE,, the proba-
bility of success i® 5 = NA x 27256,

4.3.2. Security of a transaction between three entities

This corresponds to the second protocol stage, described
in Section 3.4, involving entityy and resulting in a additional
AuthQ/AuthR message exchange betweénandS. Com-
pared to the security analysis for tAé\ message, the main
difference is that the keyE<(TIg, A) and CK(TIg, A) must
be derived from the session kBK(TIg, S) (i.e., Equations 6,
7 are no longer applicable). Note: the possible attack®on
secrets or on thAM message are the same as in Section 4.3.1

) and are not repeated here.
sume here that these keys are derived from the ses- P

1. Attack to the availability property

Attack A7 — We assume an adversary holding capabil-
ity CAP1. The probability inNA attempts that the
adversary generatesAuthQ or AuthR message
with at least a valid®'V value is equal tdP 7 =
NA x A x 27129 For a fully valid message, the
P A~ probability is lowered by a factor @256,

2. Attacks to the confidentiality property

Attack A8 — We assume an adversary holding capability
CAP2. The probability inNA (off-line) attempts
to guess thel'ls secret, based on the observation
of NM AuthQ (or AuthR) messages, is equal to
Pas = NM x NA x 27120,

Attack A9 — Assuming Attack A8 is successful, the pro-
bability to guess the previowI'ls ,; value know-
ing BTIs ;, is equal toP a9 = NA x 27120,

Attack A10 — Assuming Attack A8 is successful, the pro-
bability to guess th& sg key is equal taP 19 =
NA x 27256,



Note that, based on Equation (24), if the adversary ob4;. Compared to the analysis made in Section 4.3.1, the only
serves thé['M, value in theAuthR message and the difference is the computation of the Filtering Vali& by each
correspondin@V (TIg, S) value in theAM message, he originator and its verification b (cf. Equations (28, 29, 30)).

can inferlen(FV(TIg, S)) bits of theSK(TIg, A) key.

This results in the following changes compared to the previo

Since the attacker only has a partial knowledge of the kegecurity analysis:

SK(TIg, A), it is not possible to launch an attack similar
to Attack A6 (which would have lowered the combined
probabilities of Attacks A8 and A10).

3. Attack to the integrity property

Attack A11 — The adversary holds capability CAP4. His
goal is to change th&lent part of an intercepted
AuthQ message, for example to modify the respon-
der identity. It requires a valid pair aK(TIg, A)
andCK(TIg, A) keys; since these keys depend on
both TIg andK g, the highest probability is ob-
tained when trying a random guess independently

oneach key value, i.ePx1; = NMxNAx27128x
2—128.

4. Attacks to the authenticity property

Attack A12 — Assuming an adversary holding capabil-
ity CAP4, and who has taken the control over
he can initiate communications with and obtains
a set ofNM valid pairs £V (TIg, S), SK(TIg, S)).
Following the same approach as for Attack A6, the
probability to guess th&gp key inNA attempts is
equal to:Pa2 = NA x 27256,

Attack A13 — We assume the adversary has now taken
the control oveB and has the capability CAP2 to
observe the messages exchanged betweands.

If the adversary receiveSM transactions fromj,

he can recover the corresponding k&¥§(T1g, A)
with Equation (24). Since the adversary also knows
the correspondingV (TIg, S) values, the probabil-
ity to guess thé 4 s key inNA attempts is equal to:
Pa1s = NA x 2725 (same method as for Attack
A6 applied to Equation (16)).

Note that, if the adversary has taken the control over
S, he knows the shared secrets/oindB and can
manipulate all the communications but he can not
easily recover past session keys.

5. Attack to the PFS property
Assuming an adversary holding capability CAP5, who
has obtained a set &fM keys established between
andS (SK or IK or CK keys) along with the correspond-
ing filtering valuest'V, then the adversary has the same
probability of success as in Attack A13 to find the g
key. Depending on which key he holdSK or IK or
CK), he will use Equation (16) or (17) or (18).
If the adversary has obtained a seNiNl session keys es-
tablished betweefl andB along with the corresponding
filtering valuesk'V this returns to Attack A12.

4.3.3. Security of concurrent access to the same trangatio

window
This corresponds to the third protocol stage, described in

Section 3.5 wher® may be contacted concurrently by several
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1. Attack to the availability property

Whereas guessing a valid Transaction Ind€X) (value
was sufficient in the previous stages to attack the avail-
ability property, this is no longer the case. Therefore, if
we assume an adversary who is holding capability CAP1,
he would also need now a valid entity identifiédg) and
avalid Filtering Key FK). Hence, the best probability of
success is to bypad4 and to guess the 128 bits of an ac-
ceptableF'V value, which givesNA x A x 27128,

. Attacks to the confidentiality property

Now the observed'V value is no longer equal to the
TRID value. The first 32 bits remain the same (cf. part
P1 in Equation 30) and can be used as a verifier for each
TT; value chosen randomly by an adversary with capa-
bility CAP2. The probability of success is still equal to
NM x NA x 27129 put the adversary would have to ob-
serve more messages because the verifier length is shorter.

Assuming the adversary has successfully guesséetithe
value (and thus the curreBfl'I; ;, value) of a responder,
he can launch the two new attacks below:

Attack A14 — Let us assume the adversary observes one
AM message sent by one legitimate enfityto B.
From Equation (30) he can infer thB 4; identifier
of A;; then the adversary can seAdVl messages
to B while hijacking A; identity. Although each
AM message will be rejected By (because only
partsP, andP- of the filtering value are valid) this
would forceB to perform MAC verifications on the
receivedi'V values. If the adversary replicates this
attack for a large number of;, this may create a
(D)DosS situation orB.

Attack A15 — We assume the adversary observad
filtering valuesF'V for NM distinct AM messages.
From theP; part of each'V value, the adversary
can recover th&TAC result computed with thEK
key (cf. Equation 30)). Because the adversary knows
TIg, he can recover the MAC preimage. Conse-
quently, an off-line brute force attack is possible
on the master ke ;g: for each candidate key
K; the adversary derives the corresponditigkey
and checks if it is valid. The success probability is:
Pais = PE; = NA x 2256

. Attack to the integrity property

The probability of success remains equivalent to the re-
sult presented in Section 4.3.1, Attack A5.

. Attack to the authenticity property

Assuming an adversary holding capability CAP4 and who
has taken the control over a legitimate entity he then
knows the shared-secréip of B. Hence, he can launch



attacks A14 and A15 with the same probabilities of suc-5. Performance evaluation
cess.

5. Attack to the PFS property 5.1. VolP-based implementation and atomic evaluation
Assuming an adversary holding capability CAP5 who has ~ We implemented thBRCEP protocol as a VoIP-based pro-
recoveredNM filtering keysFK (TIg, Ai) along with the ~ totype based on SIP signalling, and evaluated the core func-
corresponding filtering valudsV (T1g, Ai), he can launch tions on a Dell390 Precision server based on an Intel Core2Du
attack A6 with the same probability of success (by apply-and with 2GB of RAM. TheDRCEP data exchange between

ing Equation (29) instead of Equation (3)) and then verifythe protocol entities (e.gA, S andB) is implemented through

the obtainedl'T transaction index with equation (1). standard SIP dialogue. TheuthQ message corresponds to a
SIP-OPTIONS query and th&uthR message corresponds to
4.3.4. Security in the general case a SIP-2000K response. For these two message$)ReEP

The general case corresponds to the protocol described Rfotocol fields are encapsulated into the SIP message body in
Section 3.6. The resulting security analysis combines ¢he r text format. The original SIP-INVITE request generatediy t
sults of section 4.3.2 for the three-party setting and thafse caller corresponds to theM message and the finalM mes-
section 4.3.3 where a respond@ ¢r S) may be in relation sage encapsulates the encrygteéd message plus the expected
with several originatorsyor A). In the general case, the orig- filtering value and the MAC.
inator A may contact a first authorisation sengarwhich may For the atomic performance evaluation, we implemented
contact another one untilg server in relation wittB is found. ~ all the protocol entities A, B and S) within a single physi-
Each time a new server is contacted, this creates an adalitionc@l host, we measured the response time of each function for
sub-transaction with aduthQ/AuthR exchange and finally @ large set of packets (up 10° packets) and we noted down
the AM message is sent froth to B. Even if multiple sub- the atomic average processing time. The obtained resuts ar
transactions are created, the security properties dbfh€EP ~ shown in Table 5 and correspond to the protocol optimal per-
protoco| remain the same for each individual entity becduse formances because: 1) All the entities are implementedrwith
protocol principles are repeated without being modified.aAs @ single host thus removing all network delays and OS network

summary of this section, the security analysis has showtn tha Processing; 2) The protocol information is passed direloély
tween processes within simplified data structures. Thiskes

* Using filtering valueg'V in each protocol message (i.e., the SIP stack coding and decoding times; 3) We did not imple-
AuthQ, AuthR and AM) protects from blind attacks mented the SIP signalling processing in itself. We focused o
since the adversary can not initiate any transaction withthe DRCEP core functions of: packet filtering, decoding and
out knowing the expectellV value. Furthermore, even session key establishment.
if the adversary recovers a validV value it becomes From a functional point of view, Table 5 distinguishes the
rapidly invalid because the transaction window changesgow level functions from the higher level functions. Low &v
automatically along the time. functions consist i RID computation, transaction window it-

i . eration and message filtering; they can be implemented close

* The PFS property 1S ensured because the sessiosifkey to the hardware. Higher level functions consist in computin
and each transaction ke¢k, IK, FK) depend on *?Oth the DRCEP transaction keys, th& Mgy, field, in ciphering and
the master kefKap and the one-way transaction index deciphering the protected informatidtent andOM; they can
Tls. be implemented at the application level.

« Various attacks are possible on the protocol, like: (1) The filtering function updates the transaction window ev-
guessing thell secret based on a set of observed iden€y ot secono_ls, verifies the filtering valléV of each mes-
tifiers, (2) inverting a validBTI value, (3) guessing the Sage, and validates the corresponding MAC of the message. If
master keyK a5 when a set of valid'T values is known Poth the filtering value and the MAC are correct, the message
or vice-versawhen a set of transaction ke§fs (IK, CK, 1S eventually passed to the remainder processes at theappli
FK) is known. The success probability of each attack istion level. We recall (cf. section 3.5 and equation 30) that t
conversely proportional to* whereL is the size of the filtering function shall validate the filtering value of eactes-
security parameter (key or transaction index). This mean§@ge in the following order: verification &f,, verification of

the success probability of each attack can be lowered t&2 © IDg, verification of theP; part (requiring a MAC com-
the required level. putation). Therefore, we assume the existence of fourreiffie

types of received messages:
» The highest risk comes from an adversary with capabil-
ities CAP2 and CAP4 which acts as a legitimate entity
and knows thél'l shared-secret of a responder. Conse- ¢ Type 1: message with an invality partinFV.
quently he can infer the identifier valugB 5; of other
entities and flood the responder with invalid values
requiring each one a MAC verification. Even under these

hypothesis, the probability to guess the master key of a  « Type 3: message with both vality andP, but an invalid
third party remains low. P3 part inFV.

* Type 2: message with a vallel but an invalidP, partin
FV.
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* Type 4: message with a valid filtering valti&/. The goal of this extended evaluation is to measure the delays
of the call set-up between entities (hereinafter denote&diSis,
Observe that, while the verification of messages of types 1ga|| Set-up Delay), as well as the loss rates and the filling of
2, or 3 will always fail, the validity of messages of type 4 de-ajting queues (FIFO buffers) under the presence of attacke
pends on the validity of the MAC on the whole message. Sinc%pplying the adversary models presented in Section 4. This
we assume different average lengths for attfCEP message  eygjuation is performed with OMNET++ [38], an extremely
(respectively 100, 100 and 1000 bytes farthQ, AuthR and  powerful simulation framework. In the sequel, we preseat th

AM) the resulting processing time for messages of type 4 igjetajls of the network, the characteristics of the attagkand
either10s or 20s. Depending on the MAC check, messagesihe gbtained results.

of type 4 will eventually be discarded or passed to the upper
modules to complete their processing. As shown in Tablees, th

remaining processing times at the application leveithQ ,  5.2.1. Network architecture and traffic sources
AuthR andAM generation) are constant because they concern - Figyre 2 depicts the network of the extended performance
valid messages which have already been filtered. evaluation. It is composed of several VoIP domains and we

Notice that the transaction window iteration time is theeam consider only unidirectional communications from the sesr
for all the entities £s) and is equal to the computation time of {5 the destination networB. All those calls received by
the transaction identifieFRID. This comes from the applica- gre coming from three different VolP domains (denoted as A1,
tion of the same equations (1, 12) which consist in hashing a2 and A3). Within each of these domains, several VoIP termi-
pre-image of the same length. nals are generating calls among which some are targeted+o en
points located at network B. We only simulate the call esshbl

Entity | Function Processing ment process, i.e., the reception by netwBré&f AM messages
time conveying the SIP-INVITE request. Implicitly, the remaigi
A \VoIP signalling and media processing is performed by specifi
- TRID(TIs) computation 2s entities which are not included in the simulation scope.
- AuthQ generation based on 155 Domains Al and A2 do not hold a shared secret viith
received SIP-INVITE Hence they require a third party sen$to get connected tB.
S For each call generated by one of these domains, we measure
- Transaction window iteration 25 the performance of the complete chaietA — A — S —
- AuthQ filtering when Type 1 13ns A — B — netB with message®\uthQ, AuthR and AM.
- AuthQ filtering when Type 2 35ns Within each of these domains, there are three differenfi¢raf
- AuthQ filtering when Type 3 4,7s sources. Each source is characterised by its cardinalityogn
- AuthQ filtering when Type 4 10s its respective call rate towards netwadsk residential home-
- TRID’(TIs) computation 2s networks (denoted as R), medium size networks (denoted as
- AuthR generation based 34s PME) and large size networks (denoted as GE). We assume that
on receivedAuthQ the calls generation pattern follows a Poisson distrilsutioar-
A acterised by its parametar
- Transaction window iteration 2s On the contrary, domain A3 has a shared secret Widmd,
- AuthR filtering when Type 1 13ns consequently, can directly send messadés to B. This is
- AuthR filtering when Type 2| 35ns equivalent to considering that entitidsandS in domain A3
- AuthR filtering when Type 3 4,7s are grouped into a single entity that we denote as AS. For each
- AuthR filtering when Type 4 10s call generated by domain A3, we measure the performance of
- AM generation based 50 s the optimised chainetA — A — B — netB. Within domain
on receivedAuthR A3, we do not distinguish between the various traffic sources
B Table 6 shows the number of clients per domain, grouped by
~Transaction window iteration] 25 type of sources, with their respective average call ratatds
- AM filtering when Type 1 13ns B, the corresponding value and the average traffic impact on
- AM filtering when Type 2 35ns S andB (still assuming an average 100 bytes lengthfathQ
- AM filtering when Type 3 4,75 and AuthR messages and 1000 bytes fokl). As shown in
- AM filtering when Type 4 205 this table, domain A2 generates ten times more traffic than do
- AM processing 40 s main Al, domain A3 generates an aggregated traffic similar to
A2 but with no impact orfS entity sinceA3 has a shared se-
Table 5: Processing time per message and entity cret with B. Finally, it is important to observe that the total

1,113,000 clients do generate, on average, one call toviards

every0, 53ms which results in 1,866 calls per second and con-
5.2. Extended evaluation over a complete network sequently 687 million calls per hour.

The previous atomic performance evaluation is now extended For each severy, S or B), we simulate separately the ingress
to a complete network simulating a real deployment scenaricand egress message flows. On the egress side, there are the
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entityAl

entitys

netA3 entityA3 <x> transmission delay (ms)
Figure 2: Network simulated for the extended performaneéuation
Domain Network Number | Call A Traffic Traffic
of clients | rate | (ms) onS on B)
(MBytes/s) | (MBytes/s)
Al
netAl-R 50,000 3 24 0.004 0.041
netAl-PME 2,500 40 36 0.003 0.028
netAl-GE 500 140 51 0.002 0.019
total 53,000 - 11 0.008 0.088
A2
netA2-R 500,000 3 2.4 0.041 0.416
netA2-PME | 25,000 40 3.6 0.027 0.277
netA2-GE 5,000 140 | 5.1 0.019 0.196
total 530,000 - 1.1 0.088 0.888
A3
netA3 530,000 - 1.1 - 0.888
[ Total | [1,113,000] - | 053] 0.096 | 1866 |

Table 6: Corresponding parameters of every traffic source
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TRID computation function and the message generation fundo send up ta0° messages per second against their respective
tion. On the ingress side there are the filtering function andargets. Considering the respective lengthdafthQ and AM
the message processing function. EnBtynly has an ingress messages, this results in a flooding of up to 100MByte/s to-
chain since it does not respond to the receidéd messages. wards entityS and up to 1000MByte/s towards entiby
As shown in Figure 2, the filtering function is simulated as a  In addition, we assume attackers can send the four different
separate entity, in order to isolate its dynamic processing  types of messages identified in Section 5.1 (i.e., messaigfes w
which depends on the type of message received. The filtering valid filtering valueF'V, a partially valid one or a completely
module manages a transaction window, whose parameters drevalid one). While messages of types 1, 2, 3 with invalid fil-
the following: tering values may be generated randomly, those of type 4 with
) ) ) _ a valid filtering values imply attackers having CAP1 capabil
. §t: time precision period for the iteration of the transac- ity (cf. Table 3, Section 4). In the latter case, the attasker
tion window, set tal Oms. do therefore eavesdrop the legitimate traffic on the comoani
« k... lower bound of the transaction window, set4500. tion channel and capture valid identifiers. They can thendau
Thus the filtering module authorises valid transactions re(P)P0S attacks againstor B by replaying valid traffic or craft
ceived up tcss later than the local time. tampe_red messages with a valid identifier, in which caseid val
MAC is required for the message to be accepted (cf. Attack A5

* kmax: Upper bound of the transaction window, se3®.  in Section 4.3.1).
Thus the filtering module authorises valid transactionsre- ~ Assuming attackers can generate such messages at high rates
ceived up td3s earlier than the local time. (up to 10 messages per second) means attackers are very pow-

erful. These theoretical hypothesis are used to evaluae th
DRCEP protocol under the worst case scenario. In practise,
we believe that only those malicious messages denoted as typ
- ©: iteration period for the base transaction indeXI, 1 are likely to appear in the network. The likelihood of mes-
set t03, 600s. sages denoted as type 2 and 3 is quite low because they require
guessing respectively 32 and 64 bits of the expected fitjerin
Within each entity, the processing modules (both ingresvalue. Finally, messages denoted as type 4, even if theylcoul
and egress) are characterised by the response times gdlinat be generated by attackers eavesdropping the network, can be
Table 5, i.e.,15s for the generation of messagasithQ), 34s  filtered with the following method: the receiving entit§ 6r
for the generation of messagésthR, 50s for the generation B) adds a 2-bits counter per sender and per acceptable trans-
of messagea M, and40s for processing thé\M message on action identifier (cf. equations 11 and 12). Each time a valid
B side. filtering value is received, the related counter for the putgx
Each module includes a FIFO buffer where messages arsender is incremented (from 0 to 3). Hence, if a valid filtgrin
queued following their order of arrival. Since the filterimpd-  value is eavesdropped by an attacker, it can be replayedsit mo
ule is, by far, the most requested module, we settle the $ire 0 2 times before being marked as invalid. Assuming the receive
FIFO queue to 10,000 messages. On the other hand, since ttransaction window contains 1,000 acceptable transaictéam
processing modules (i.e., emission and reception of mesyag tifiers and there are 100 possible senders, then this mesrhani
have a response time significantly lower than the legitimrafe  requires a memory of only 25,000 bytes.
fic inter-arrival time (some vs. somemns), we set the size of Finally, we believe that attacks will combine malicious pac
their FIFO queues to 1,000 messages. ets from various types, with packets of types 1 and 2 being the
Finally, let us observe that the simulated network includesnost prevalent. Hence, we define the notion of harmfulness
network delays of severahs (they appear as <delay> on Fig- level and, for each level, we define a different proportion of
ure 2). These delays also count for the processing time whicbach packet type. The higher the proportion of malicioukpac
is not related to th&RCEP protocol itself: traversal of net- ets of type 4, the higher the harmfulness level. The proposed
work and OS stacks, coding and parsing of SIP messages, oth&tlues are given in Table 6 and are used for simulation parpos
application delays not captured in Table 5. More specifjcall only. Once again, it should be highlighted that these vatoes
the transmission delay in the MAN area (i.e., inside domains respond to the worst case scenario for the protocol: onliggtac
and B) is set td 0ms; the one in the WAN area (i.e., between of type 1 are likely to appear in practise, or packets of type 4
entitiesA, S andB) is set to25ms and finally, the one in the but they can be efficiently filtered.
LAN area (i.e., between the filtering modules and the serwers
router) is set tdms. 5.3. Simulation results

We abstracted and simulated the proposed network using

5.2.2. Attackers and malicious traffic OMNET++ [38]. For every simulation, we measured the fol-
Within the network there exist two groups of attackers: ajowing output parameters:

first group (denoted AttS) that target their attacks agansty

S thus usingAuthQ messages; and a second group (denoted < Number of legitimate calls generated by each source (i.e.,
AttB) that target entity3 thus usingAM messages. We assume number of SIP-INVITE requests sent by each sub-network
that both groups hold enough network and processing ressurc from Al to A3).
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Harmfulness | Packet | Packet | Packet | Packet
level typel | type?2 | type3 | type4d

1 50% 50% 0% 0%

2 42% 43% 10% 5%

3 35% 35% 20% 10%

4 25% 25% 35% 15%

Table 7: Distribution of packet types per harmfulness level

* Number of legitimate calls being established (i.e., num-  When the harmfulness level is equal to 1 (which corresponds
ber of AM messages received at netw®k From these to a distribution of packets types of respectively 50%, 50%,
first two parameters we infer the call loss ratio. 0%), we observe no call loss up 10° packets/s attack rate.
This result can be explained by the atomic performancetsesul
of Table 5 and the traffic characteristics: the inter arrtirake
of the aggregated legitimate traffic is equab8)s whereas the

« Average and maximal values of the CSD (Call Set-up De.maximal processing_time for_ this_traffic is less th}am)s On
lay). The CSD is defined as the time between the g|pthe other hand, the inter arrival t!me of 'the_maI|C|ous p&ske
INVITE is sent by one of the source sub-network andreached s but these packets are filtered in eith8ns or 35ns
its reception by the called sub-network (netB). Thus, thdldepending on whether tfi& part of the filtering value is valid _
Call Set-up Delay accumulates the times to traverse th@" NOY- For the same reasons, the average FIFO lengthsremai
various entities, FIFO queues, filtering modules and netP€low 1 packet and their maximal lengths are below 100 pack-
work links. ets. The maximal CSD (Call Set-up Delay) remains constant

at 100ms; this delay corresponds to the sum of the delays on

We conducted various simulations with the same legitimatdhe transmission links for the longest patie{A — A — S —
traffic model (cf. Table 6) while modifying the attack traffic A — B — netB): 10+25+3+25+1+25+1+10 = 100ms.
according to the following input parameters: It should be noted that the processing time for the longe$t pa

(150s) is negligible compared to delay induced by transmission

» Average malicious packet rate generated by the attackerfinks. For the shortest patm§tA — A — B — netB), the

In a first approach, we iterated this parameter frtffi  transmission delay is equal 1@ + 25 + 1 + 10 = 46ms and

to 105 packets per second. However, we did not noticethe processing time is less thaB0s. Calls from domains Al

a significant impact on the legitimate traffic beld®w® and A2 follow the longest path, calls from domain A3 follow

packets per second. Hence, the results presented here d@he shortest path, and since the respective traffic weight&,a

truncated to thg10°,10°] range which means the IAT 10, 10 (cf. Table 6), the theoretical average CSD is equal to

(Inter Arrival Time) varies betweehs and10s. (1 x 100 + 10 x 100 4+ 10 x 46)/(1 + 10 4+ 10) = 74, 2ms.

. This value matches the ones observed in Figures 7-9 (because

* Harmfulness level: as explained below, because of thene processing and filtering times are negligible compaced t

atomic performance results given in Table 5, maliciousy,q delay of transmission links).

packets of type 4 will have a greater performance impact \yhen the harmfulness level is equal to 2 (which corresponds

than those of type 1 (by a factor of around 1000). We, 5 gistribution of packets types of respectively 42%, 43%,
analyse this impact by modifying the harmfulness level

and thus the proportion of packets of each type (cf. Table
7) 10000 harmfulness level 1 —%— o h
harmfulness level 2 -8 i
As a consequence, we collected 40 measurements for each 100 |  hamfiinessioveld o
observed output parameter (i.e., 10 values for AR values ' /
for the harmfulness level). The results are plotted in thge Fi
ures 3-6 below, showing respectively: the average FIFQiteng
for filtering module S, the maximal FIFO length for filtering
module S, the average FIFO length for filtering module B, the
maximal FIFO length for filtering module B, the average Call
Set-up Delay (CSD), the maximal Call Set-up Delay and the

call loss ratio. In each figure, the IAT parameter corresgond

» Average and maximal lengths of the FIFO queueS$ in
andB filtering modules.

10 b ; ]

# of queued messages

0.1

to the abscissa and each harmfulness level correspondsso a d 001 g i
tinct curve. Prior to analysing these results, it shouldtages 0 o 8 7 6 5 4 3 2 1
that the simulations were repeated more than 50 times withou Inter Arrival Time

showing any significant deviation in the observed results.
Figure 3: Average size FIFO filtering module S
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Figure 6: Maximal size FIFO filtering module B Figure 9: Loss rate at the destination network

10%, 5%), there is no call loss up ©10° packets/s attack value): these packets are filtereivs on theB side, but since
rate and the CSD values remain unchanged, although the FIF@Bey count fol5% of the attack traffic, their inter arrival time is
lengths have increased. When the attack rate redéfgsack-  equal to20s when the attack rate i) packets/s. In addition
ets/s, thes andB filtering FIFOs are overloaded which results to that, malicious packets of type 3 requirers to be filtered
in a significant loss38%) of legitimate calls. The FIFO satura- whereas their inter arrival time is equall0s. This congestion
tion is due to the malicious packets of type 4 (with a vaiid in the filtering modules impacts the legitimate traffic.
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When the harmfulness level is equal to 3 (which correspondsould like to thank to Henri Gilbert, Frédéric Cuppens, and
to a distribution of packets types of respectively 35%, 35%Nora Cuppens-Boulahia for fruitful discussions on the ¢opi
20%, 10%), the congestion appears at a lower ratedl attack  of this paper. Joaquin Garcia-Alfaro graciously acknowkssi
packets/s) resulting in legitimate calls loss and incré&@8D  supportreceived from the Spanish Ministry of Science and Ed
values. This is due to the higher percentage of packets estyp cation (TS12007-65406-C03-03 E-AEGIS, CONSOLIDER IN-
3 and 4 in the attack traffic. The worst case is obtained wheGENIO 2010 CSD2007-0004 ARES and TIN2011-27076-C03-

the harmfulness level reaches 4 (which corresponds to i dist 02 CO-PRIVACY grants).

bution of packets types of respectively 25%, 25%, 35%, 15%).
In that case24% of the legitimate calls are lost when the attack
rate reacheg,5.10° packets/s. It should be noted that, even
with a harmfulness level of 4, there is no impact on the legit- [1]
imate traffic up to an attack rate @f10° packets/s. Besides [2]
all, we believe that such attack conditions remain thecaéti

and that the percentage of type 3 and type 4 malicious packetg
will be much lower in practice. Even if attackers where able
to generate such attack conditions at the considered nates,
proposed in Section 5.2.2 an efficient counter-measuret¢o fil (4]
malicious packets of type 4.

. [5]
6. Conclusion

We have presented a cryptographic protocol that handles aut6]
thentication and key agreement. The protocol aims at guaran
teeing secure Voice over IP call establishment betweem-inte 7,
connection proxies of different domains. The core base @f th
protocol relies on the use of transactions. A transactiateis
fined as the set of operations and data required to send déidthen 5
cated messages from a sender to a responder. Each message Hn
be seen as a stand-alone data exchange. This can be used, fori
stance, as thpreambleof a secure session between sender and(®]
responder. Additional features of the protocol includephz
tection to denial of service attacks and the achievemenéof p |1
fect forward secrecy. Moreover, the management of traiesact
synchronisation loss is guaranteed by an implicit time byoc
nisation mechanism. This mechanism successfully haniaées
use of a single transaction window in the general (inter-giomn
context with multiple senders and responders. The secoifity
the core functions of the protocol have also been evaludtesl.
security evaluation has been presented by dividing mishega
entities in different adversary models, based on theirciéipa.
The specific boundaries to bypass the security propertitreseof
protocol have also been presented. The results show that !
protocol is highly robust in terms of sample attack scersario
that could affect the security of the protocol. We have finall [15]
presented empirical measures about the atomic perforntdnce
the protocol and established a simulation model for a cotaple
network. The simulation results prove the validity of ourriyo
and its robustness in terms of attacks against the avéijabil
the service.
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