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Abstract

We provide in this paper three algorithms that enable the
sensor nodes of a Wireless Sensor Network (WSN) to deter-
mine their location in presence of neighbor sensors that may
lie about their position. Our algorithms minimize the num-
ber of trusted nodes required by regular nodes to complete
their process of localization. The algorithms always work
for a given number of neighbors provided that the number
of liars is below a certain threshold value, which is also de-
termined.
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1 Introduction

Wireless Sensor Networks (WSNs) are a specific kind of
ad hoc networks, highly decentralized, and without infras-
tructure. They are build up by deploying multiple micro-
transceivers, also called sensor nodes, that allow end users
to gather and transmit environmental data from areas which
might be inaccessible or hostile to human beings. The trans-
mission of data is done independently by each node, using a
wireless medium. The energy of each node is limited to the
capacity of its battery. The consumption of energy for both
communication and information processing must be mini-
mized.

Sensor networks use multi-hop communications. The
objective is to route collected data to end users using the
collaboration of all the nodes. Data must be directed toward
the end users of the WSN. Routing algorithms in WSNs can
be classified by different criteria (e.g., depending on the net-
work structure or the protocol operations [1]). There are
routing protocols that use sensor node positions to route the
data in the network. Positions are normally not determined
a priori. Indeed, the sensors are deployed into the geograph-
ical area where the data must be collected, then they work
together to locate their position.

The localization phase is a very critical step that must be
secured in order to ensure the integrity of the WSN and its
associated services. Firstly, this process allows the sensor
to set up the necessary parameters to establish the paths that
will lead their data towards end users. The knowledge of
their position is also an essential prerequisite for the final
application that processes the data collected by sensors, i.e.,
the user needs to know the origin of collected data before
using it. Finally, the end users might want to query some
nodes by sending the position where information needs to
be collected. The localization process is therefore crucial.

The existence of misbehaving nodes can significantly de-
grade the effectiveness of WSNs. For instance, an attacker
can lead to the calculation of false positions and distances.
An attacker can provide wrong routing paths to sensors in
order to exhaust their battery life [13]. It may lead to report-
ing false information on the geography of the phenomenon
studied by sensors. Substantial progress has been made to
secure the localization process of WSNs [11, 12, 5, 6, 7, 10].



Most of the work is based on the use of trust models, where
a few dedicated nodes called anchors (e.g., more powerful
sensors with GPS), trusted by the other nodes of a WSN,
provide information to localization processes. For instance,
localization processes may perform triangulation using sev-
eral GPS-based anchors [3]. Anchors may in fact be de-
fective. Trusted but defective anchors must be detected and
isolated. A solution to this problem is the introduction of
a new class of sensors, also trusted by the other nodes —
often referred in literature as auditors or verifiers. They reg-
ularly review information provided by the anchors to decide
on the validity of the information they provide.

The necessity of a trust model by these approaches is of-
ten too expensive and not always realistic. Firstly, the distri-
bution of anchors and verifiers must be established a priori,
to ensure coverage of the network. Since the cost of these
special nodes is considerably higher than the cost of regu-
lar nodes, their representation in the network is likely to be
inferior. It is thus fair to assume that an attacker can easily
locate and compromise anchors or verifiers to mislead, for
instance, the location process in a WSN. On the other hand,
current approaches to deploy trust on WSNs require cryp-
tographic operations supported by sensors. This has impact
on their battery life, which can degrade the performance of a
WSN. The localization process executed by regular sensors
should have a minimal impact in terms of energy consump-
tion. Finally, too much trust may reduce the autonomy of
a WSN, since trusted nodes must be monitored to ensure
their integrity. This can be a real problem, for example, for
military applications in hostile environments where the lo-
calization phase must be managed by sensors without any
external intervention.

We present in this paper three algorithms that enable
the regular sensors of a WSN to determine their location
in the presence of neighboring sensors that may lie about
their position. We assume that liars are either enhanced
or regular sensors that are aware of their position; but that,
for any reason, announce false location to their neighbors.
Their intent could either be malicious (i.e., to mislead reg-
ular sensors into wrong calculations) or unintentional (i.e.,
due to the presence of obstacles or other physical circum-
stances that prevent them from announcing correct posi-
tions). The three algorithms that we present guarantee that
regular nodes in the WSN always obtain their position pro-
vided that the number of liars in the neighborhood of each
regular node is below a certain threshold value, which we
determine for each algorithm. Our three algorithms allow
the regular nodes to identify and isolate nodes that are pro-
viding false information about their position. Moreover, our
algorithms minimize the necessary number of trusted nodes
required by regular sensors to complete their process of lo-
calization. They also guarantee a small exchange of data
between nodes, minimizing in this manner the impact that
the localization process has in terms of energy and battery
life of sensors.

Organization of the paper — Section 2 establishes the
prerequisites for our approach. Sections 3 and 4 present
our algorithms. Section 5 presents results obtained from the
simulations of our algorithms. Section 6 points out to some
related works.

2 Localization in the Presence of Liars

Let us consider a point A = (ax,ay), such that (ax,ay) =
F (B1,B2,B3) for any three points B1,B2,B3, and where
function F returns the point obtained as the intersec-
tion of the three circles which are centered at B1,B2,B3
and with radii d(A,B1),d(A,B2), and d(A,B3), respec-
tively (cf. Figure 1). F (B1,B2,B3) is then a unique
and well-defined point when the points A,B1,B2,B3 are
in general positions. If points are sensors, function F
is calculated by sensor A when it receives the coordinates
B1 = (b1x,bxy),B2 = (b2x,b2y),B3 = (b3x,b3y) and measures
the distances d(A,B1),d(A,B2),d(A,B3) using radioloca-
tion techniques [2].
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A

Figure 1. Sensor A wants to determine its lo-
cation. It receives radiolocation signals from
three nodes B1, B2, and B3 that are located in
its distance one neighborhood. A determines
its position by processing the three signals.

The unknown coordinates of A = (ax,ay) might be ob-
tained from the unique solution of the following system of
equations:

(b1x−ax)2 +(b1y−ay)2 = d(A,B1)2 (1)

(b2x−ax)2 +(b2y−ay)2 = d(A,B2)2 (2)

(b3x−ax)2 +(b3y−ay)2 = d(A,B3)2. (3)

Consider now that sensor A may receive radiolocation
signals from misbehaving nodes that lie about their correct
position by announcing incorrect locations to A (cf. Fig-
ure 2). Let N1(A) be the set of sensor nodes at distance
one hop away from A and let ` (where ` ≤ #N1(A)) be the
number of malicious nodes that lie to A. Can A detect the
lie, exclude the incorrect locations, report the liars, and still
determine its location?
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A

Figure 2. Sensor A is now receiving its radi-
olocation signals from two types of sensors
in its distance one neighborhood: liars (gray
circles) and truth tellers (blank circles).

Let us first elaborate on the adversary model that we as-
sume. We suppose that a liar is a sensor, say S, aware of
its location, and that for any reason announces a false lo-
cation to A. The intent can be malicious (i.e., to mislead A
into the wrong calculation of its location) or unintentional
in the sense that obstacles or other physical circumstances
(e.g., multi-path interference) prevent S from announcing
its correct location. Whatever, the effect on A is the same,
who also must determine its correct location. The algo-
rithms that we analyze in the sequel also depend on how
A determines that an announced location is wrong/correct.
In particular, for theoretical convenience we assume that
given two locations (x,y),(x′,y′) sensor A can determine
whether or not they are equal thus rejecting one of the two.
This is much simpler than assuming the more realistic sce-
nario that for some constant ε > 0, A identifies the two lo-
cations (x,y),(x′,y′) provided that the Euclidean distance√

(x− y)2 +(x′− y′)2 ≤ ε . Finally, we assume that liars
cannot collude. To do so, we consider that the exchange
of radiolocation signals between sensors can guarantee this
property [10].

We present in the sequel three algorithms that handle the
problem of determining the proper location of regular nodes
in the presence of liars. Our algorithms aim not only at de-
termining the proper location but also at excluding the in-
correct locations and at isolating the set of liars. We assume
the case where A knows a priori the upper bound ` of sensor
nodes lying in the geographical area where its has been de-
ployed. Our algorithms always work for a given number of
neighbors provided that the number of liars is below a cer-
tain threshold value, and minimizing the necessary number
of neighbors that regular sensors must trust. In turn, they
also reduce the necessary number of messages to exchange
between nodes, reducing in this manner the impact that the
localization process has in terms of energy and battery life
of the sensors.

Section 3.1 presents a first algorithm that consists of the
following approach. Sensor A, after receiving the radioloca-
tion signals from its one hop neighbors, calculates its pos-
sible location using the standard localization technique dis-

cussed above (cf. Figure 1), and uses a majority decision
rule to accept as correct the location that occurs in the ma-
jority. In this case, A computes for each triple of neighbors
Bi,B j,Bk ∈ N1(A) the point F (Bi,B j,Bk), where N1(A) is
the set of sensor nodes at distance one neighborhood from
A. Then, A selects as its position the point which has the
majority value. Evidently, if the number of neighbors is
sufficiently high, then A should be able to determine its ac-
tual location without problems. Indeed, we show in Sec-
tion 3.1 that if the number of liars among the nodes in N1(A)
is higher than two, then A is able to determine its proper lo-
cation if n3−3(2`+1)n2 +2(3`2 +6`+1)n− (2`3 +6`2 +
4`) > 0, where n is the number of nodes in N1(A) and ` is
the number of liars among them. This means, for instance,
that if ` is exactly three, A needs, at least, sixteen one hop
neighbors to guarantee the success of the process.

Section 3.2 presents a second algorithm that relies on
the use of pairs of signals and a majority rule. It fol-
lows the following approach. For every pair of neigh-
bors Bi,B j ∈ N1(A), sensor A computes the pair of points
[(ax,ay),(ax′ ,ay′)] = F (Bi,B j) as the resulting two points
obtained from the intersection of the two circles centered
at Bi,B j and with radii d(A,Bi) and d(A,B j), respectively.
This is a well-defined two element set when the points A,Bi,
and B j are in general positions. Hence, it might easily be
obtained from the unique solution of equations 1 and 2. As
before, A uses the majority rule to determine the more plau-
sible position. We show in Section 3.2 that if the number
of liars among the nodes in N1(A) is higher than one, A is

able to determine its proper location if n > 4`+1+
√

8`2+1
2 .

Hence, if ` is exactly three, A needs, at least, eleven one hop
neighbors to guarantee the success of the process.

Section 4 presents a third algorithm that improves the
previous results by relaxing our initial hypotheses. We now
assume that sensor A may trust one of the nodes in its dis-
tance one neighborhood, say node B1. We now rely on
the use of frequencies of occurrence instead of a majority
rule. Let the neighbors of A be nA independent and identi-
cally distributed random variables B1,B2, . . . ,BnA indicating
their positions. Sensor A calculates for every neighbor Bi ∈
N1(A) other than B1, the pair of points [(ax,ay),(ax′ ,ay′)] =
F (B1,Bi). The random variables obtained by A when ap-
plying this process are also independent. Sensor A uses then
these random variables and calculates the frequencies of oc-
currence of each position. A finally selects as a plausible
position the most frequently occurring value. We show in
Section 4 that A is able to determine its proper location in
the presence of any ` liars, if n− ` ≥ 3. This means that,
for instance, if ` is exactly three, A only needs six one hop
neighbors to guarantee the success of the process.

We provide in the sequel sufficient conditions for the va-
lidity of these three algorithms, all of them depending on
the number of one hop neighbors and liars among them.
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3 Secure Localization without Trusted Nodes

3.1 Use of Three Neighbor Signals

Algorithm 1 depicts the approach. Following is the analysis.

Algorithm 1 Majority-ThreeNeighborSignals
1: Sensor A requests the location of its neighbors.
2: Every sensor in N1(A) sends its location to A.
3: For each triple t of neighbors Bi,B j,Bk ∈N1(A), A com-

putes (xt ,yt).
// (xt ,yt) is the point of intersection of the three circles
// centered at Bi,Bi,Bk and with radii d(A,Bi),
// d(A,B j), and d(A,Bk).

4: A accepts the majority as its location, and reports the
nodes lying about the resulting position.
// if there is no consensus, then A aborts the process,
// and declares that it cannot compute its location.

In the presence of ` liars and given n one hop neighbors,
consider all possible triples of sensors such that at least one
of the sensors in the triple is a liar. Such a triple can have in
each case either1

1. all three sensors liars, which gives a total of
(`

3

)
triples

of liars, or

2. exactly two sensors liars (and the other one truth teller)
which gives a total of

(n−`
1

)
·
(`

2

)
triples of liars, or

3. exactly one sensor liar (and the other ones truth tellers)
which gives a total of

(n−`
2

)
·
(`

1

)
triples of liars.

A location that is determined by A is correct if it is pro-
vided by three truth tellers; otherwise it is (possibly) incor-
rect. The majority rule in Algorithm 1 will succeed if the
number of correct locations is bigger that the number of in-
correct locations. This amounts to having the inequality.(

n
3

)
−

(
`

3

)
−

(
n− `

1

)
·
(

`

2

)
−

(
n− `

2

)
·
(

`

1

)
>

(
`

3

)
+

(
n− `

1

)
·
(

`

2

)
+

(
n− `

2

)
·
(

`

1

)
,

from which we derive(
n
3

)
> 2

((
`

3

)
+

(
n− `

1

)
·
(

`

2

)
+

(
n− `

2

)
·
(

`

1

))
(4)

as a necessary and sufficient condition for the majority rule
decision to succeed at A.

Table 1 depicts the minimum number of neighbors for
a given number of liars. The table can be derived as fol-
lows. If ` = 1 then

(`
3

)
=

(`
2

)
= 0 and Inequality 4 can be

1We use the standard convention for binomial coefficients that
(s

t

)
= 0

when s < t.

Number of Liars Min Number of Neighbors
` = 1 n = 7
` = 2 n = 11
` = 3 n = 16
` = 4 n = 21

Table 1. Minimum number of neighbors re-
quired for a node to determine its correct lo-
cation (using Algorithm 1) in the presence of
` liars in its neighborhood.

simplified to n > 6, which means A can determine a correct
location in the presence of a liar if it has at least 7 neigh-
bors. If ` = 2 then

(`
3

)
= 0,

(`
2

)
= 1 and Inequality 4 can be

simplified to n(n− 1)/6 > 2(1 +(n− 3)), which in turn is
equivalent to n > 13+

√
75

2 . This means that A can determine
a correct location in the presence of two liars if it has at
least eleven neighbors. More generally, if ` ≥ 3 then cum-
bersome but elementary calculations show that Inequality 4
can be simplified to the following inequality:

n3−3(2`+1)n2 +2(3`2 +6`+1)n− (2`3 +6`2 +4`) > 0. (5)

Plotting inequality 5 (cf. Figure 3), we obtain that for
` = 3 liars the minimum number of neighbors must be at
least 16, and for ` = 4 at least 21.

Figure 3. Plotting the minimum neighborhood
size n as a function of the number of liars ` so
as to guarantee that inequality (5) is true for
` = 3 (left diagram) and ` = 4 (right diagram).

3.2 Use of Two Neighbor Signals

Suppose now that sensor A uses only the radiolocation sig-
nals of two neighbors and therefore the correct location is
one of the two points of intersection of the two circles cen-
tered at these two neighbors. The whole process is described
in Algorithm 2. By using this algorithm, sensor A computes
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Algorithm 2 Majority-TwoNeighborSignals
1: Sensor A requests the location of its neighbors.
2: Every sensor neighbor of A sends its location to A.
3: For each pair p of neighbors Bi,B j ∈N1(A), A computes

two possible locations (xp,yp),(x′p,y
′
p).

// The locations computed are the two points of intersec-
// tion of the two circles centered at Bi,B j and radii
// d(A,Bi) and d(A,B j), respectively.

4: A accepts as correct the pair of locations determined by
the majority rule.
// If there is no such pair among them, then A aborts
// the process, and declares that it cannot compute the
// pair of locations.

for every two neighbors Bi,B j ∈ N1(A) a pair of locations
{X ,X ′}. The pair {X ,X ′} of locations is obtained from the
intersection of the two circles centered at Bi,B j, and radii
d(A,Bi),d(A,B j), respectively. As depicted in Figure 4, the
correct location of sensor A is either X or X ′. A may then
use again the majority rule to determine the more plausible
position and to report those nodes that lied about the proper
location.

B
X

X’

B

i

j

Figure 4. Sensor A applying Algorithm 2.

Correctness — Consider all possible pairs of sensors at
least one of whom is a liar. Such a pair can have either

1. both sensors liars, for a total of
(`

2

)
pairs, or

2. exactly one sensor liar for a total of
(n−`

1

)
·
(`

1

)
pairs

such sensors in each case. A pair of locations that is deter-
mined by A is correct if it is determined by two truth tellers;
otherwise, it is (possibly) incorrect. The majority rule in
Algorithm 2 will succeed if the number of correct pairs of
locations is bigger that the number of incorrect pairs of lo-
cations. This amounts to having the inequality.(

n
2

)
−

(
`

2

)
−

(
n− `

1

)
·
(

`

1

)
>

(
`

2

)
+

(
n− `

1

)
·
(

`

1

)
,

from which we derive the inequality(
n
2

)
> 2

((
`

2

)
+

(
n− `

1

)
·
(

`

1

))
(6)

as a necessary and sufficient condition for the majority rule
to succeed at A.

Number of Liars Min Number of Neighbors
` = 1 n = 5
` = 2 n = 8
` = 3 n = 11
` = 4 n = 14

Table 2. Minimum number of neighbors re-
quired for a node to determine a correct pair
of locations (using Algorithm 2) in the pres-
ence of ` liars in its neighborhood.

Table 2 depicts the minimum number of neighbors for a
given number of ` liars. The table is derived as follows. If
` = 1 then

(`
2

)
= 0 and Inequality 6 becomes n > 4, which

means A can determine a correct pair of locations if it has
at least 5 neighbors. If ` = 2 then

(`
2

)
= 1 and Inequal-

ity 6 becomes n > 9+
√

33
2 . Unlike the process proposed for

Algorithm 1, in this case it is much simpler to solve the in-
equality and find an exact formula for the minimum number
of neighbors required. More generally, when `≥ 2 then In-
equality 6 can be simplified to the inequality

n2− (4`+1)n+2`2 +2` > 0.

Solving the corresponding quadratic we see that

n >
4`+1+

√
8`2 +1

2
(7)

is a necessary and sufficient condition on the number n of
neighbors of A so that it can compute a correct pair of loca-
tions despite the presence of ` liars in its neighborhood.

Resolving the ambiguity — Unlike the process executed
in Algorithm 1, the new procedure executed by A does not
determine a single location but rather a pair of potential lo-
cations for A. We show in the sequel how to guarantee that
sensor A will resolve the ambiguity in the pair of locations
computed by Algorithm 2.

Assume that A knows there is exactly one liar among its
n neighbors. Assuming that n = 5, we can use Algorithm 2
to determine a correct pair of locations, say {X ,X ′}. Then,
the next step is to identify the correct location which must
be either X or X ′. Since A has exactly 5 neighbors, from
which only one is a liar, the remaining four must be truth
tellers. However, already two sensors contributed to the cor-
rect pair {X ,X ′}. Let us assume that they are the first and
second nodes, i.e., nodes B1 and B2. This leaves us the three
sensors B3,B4,B5, out of which the liar must be excluded
(cf. Figure 5). Among these three sensors only one is a liar,
while the other two point to the correct answer. Therefore
using a majority rule among the remaining sensors we can

5



B

X

X’

B

B

B

B

4

5

1

3

2

Figure 5. Resolving the ambiguity in the pair
of locations computed by Algorithm 2

exclude the liar’s location and identify the correct location
of sensor A between X and X ′.

A similar argument would work for any number ` of liars
provided that the number of A’s neighbors is sufficiently
high. The previous argument indicates that sensor A can
resolve the ambiguity and exclude the liars by adding the
following steps at the end of Algorithm 2:

5: A selects any two sensors that give a correct pair of
locations in step 4.

6: A identifies its correct location using majority rule
among the sensors remaining after removing the two
correct neighbors identified in step 5.

7: A reports the nodes that did not correlate the proper
location.

It is easy to show the correctness of the new procedure.
Indeed, sensor A identifies a pair of sensors among the ones
that give the correct pair of locations after the execution of
Algorithm 2. After removing these two neighbors A is left
with the remaining n−2. Clearly, the ` liars must be among
these n− 2 sensors. Therefore, if there is majority of truth
tellers among these n−2 nodes, then the majority rule will
identify the correct location for A between X and X ′, i.e., if

n−2 > 2`. (8)

However, if n satisfies Inequality 7 then it must also satisfy
Inequality 8. The reason is that

4`+1+
√

8`2 +1
2

> 2+2`,

as the reader can easily check.

4 Secure Localization Using One Trusted
Node in the Distance One Neighborhood

Algorithm 3 presents a third algorithm that improves the
previous results by relaxing our initial hypotheses. We now
assume that sensor A may trust one of the nodes in its
distance one neighborhood, say node B1. Let the neigh-
bors of A in N1(A) be independent and identically dis-
tributed random variables B1,B2, . . . ,Bn(A) indicating their
positions. Then, sensor A calculates for every neighbor Bi ∈
N1(A) other than B1, the pair of points [(ax,ay),(ax′ ,ay′)] =
F (B1,Bi). The random variables obtained by A when ap-
plying this process are also independent. Sensor A uses then
these random variables and calculates the frequencies of oc-
currence of each position. A finally selects as a plausible
position the most frequently occurring value.

Algorithm 3 Tabulated-TwoNeighborSignals
1: Sensor A requests the location of its neighbors.
2: Every neighbor of A sends its location to A.

// This algorithm is executed by all the neighbors of A.
3: For every neighbor Bi other than B1, A computes the

pair of points {X ,X ′}.
// The locations computed are the two points of intersec-
// tion of the two circles centered at B1,Bi and radii
// d(A,B1)andd(A,Bi), respectively.

4: A calculates the frequencies of occurrence of each po-
sition, accepts as correct the most frequently occur-
ring value, and reports the nodes that did not corre-
late such a position.
// If there is no any position whose frequency of
// occurrence is, at least, twice the frequency of
// occurrence of the second most frequent position,
// then A declares that it cannot compute its location.

Table 3 depicts the minimum number of neighbors for
a given number of liars. The table can be derived as fol-
lows. Assume that A knows there is exactly one liar among
its n neighbors. Assuming that n = 4, we can use Algo-
rithm 3 to determine the most frequently occurring position.
Since A has exactly 4 neighbors, from which only one is
a liar, the remaining three must be truth tellers. The first
truth teller is node B1, to whom sensor A trusts. Let us as-

Number of Liars Min Number of Neighbors
` = 1 n = 4
` = 2 n = 5
` = 3 n = 6
` = 4 n = 7

Table 3. Minimum number of neighbors re-
quired for a node to determine a correct pair
of locations (using Algorithm 2) in the pres-
ence of ` liars in its neighborhood.
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sume that the other two truth tellers are nodes B2 and B3.
Then, the two pairs of locations provided by the intersection
of circles centered at B1,B2 and B1,B3, respectively, return
twice the proper location of A. Since we assume that vari-
ables B1,B2,B3, and B4 are independent and identically dis-
tributed random variables, any other position rather than the
real location of A will be counted more than once. There-
fore A can report that B4 is the liar and identify the correct
location from the set of pairs.

Since liars cannot collude when lying about their position
(as it has been established as one of the prerequisites defined
in Section 2), a similar argument would work for any num-
ber ` of liars provided that the number of nodes in N1(A)
is sufficiently high to allow, at least, three truth tellers, i.e.,
when n− `≥ 3.

5 Simulations

We conducted simulations to confirm that our algorithms
increase the percentage of nodes that can derive their own
location in an arbitrary WSN under the presence of liars.
We assume that n sensors are located in a random set-
ting whereby they were dropped randomly and indepen-
dently with the uniform distribution in the interior of a unit
square. We also assume that the communication range of
each sensor is a circle centered at its position and of radius

r =
√

lnn+k ln lnn+ln(k!)+c
nπ

as proposed in [3]. Parameter k
parametrizes the network connectivity. A network is k + 1-
connected if it remains connected when at most k notes are
deleted (i.e., connected corresponds to k = 0). The constant
c is used to quantify the probability that the network is k+1
connected with probability depending on c (cf. [3] and ci-
tations thereof). The network is therefore (k+1)-connected
for any integer k ≥ 0 and real number constant c. Our simu-
lations assume that both k and c are set to value 1. Figure 6
pictures the average results and the 95% confidence inter-
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Figure 6. 30% of the sensors are GPS
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Figure 7. 30% of the sensors are GPS
equipped. 10% of the sensors are liars.

vals of the simulation of twenty to 100-sensor WSNs. An
average of 30% of the sensors, from which a 3% lie about
their location, are GPS equipped and can determine their
position independently of other sensors. The rest of the sen-
sors execute our set of algorithms as follows. Each node un-
aware of its location requests the location of its neighbors.
It then applies Algorithm 1 using the received information.
If the process does not derive a proper location, it then ex-
ecutes Algorithm 2 using the same information. If it fails
to derive a proper location, it then seeks a trusted sensor in
its distance one neighborhood, executes Algorithm 3, and
tabulates the positions collected so far in the previous two
steps. If that fails again, it then repeats the whole process
later, expecting that the number of neighbors aware of their
location increases. The simulation was run for 100 times for
each network size. Similarly, Figure 7 pictures the results of
the simulation of twenty to 100-sensor networks with con-
fidence levels set to 95%. An average of 30% of the sen-
sors, from which a 10% lie about their location, are GPS
equipped and can determine their position independently of
other sensors. The simulation was run for 100 times for each
network size.

We can observe from the simulations depicted in Fig-
ures 6 and 7 that both Algorithm 2 and Algorithm 3 increase
significantly the number of sensors aware of their position
when the average of liars is low. However, as soon as we
start increasing the presence of liars in the network, the ef-
fectiveness of Algorithm 2 reduces significantly, and leaves
the results of Algorithm 3 as the most effective.

6 Related Work

Research in the field of the security of wireless sensor net-
works is very active at this moment. We can structure the
current research lines according to the following themes:
(1) security of network services (2) reliability and fault tol-
erance; (3) security of the infrastructure; (4) distribution and
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exchange of keys; and (5) aggregation of data. The contri-
butions presented in this paper are related to the category
security of network services and, particularly, to issues re-
lated to the routing, location and synchronization of WSN
nodes. The problem of localization in the absence of misbe-
having nodes has already been studied in [14, 4, 9, 3]. Most
of these approaches base their discovery process on the use
and evaluation of distances techniques such as Received Sig-
nal Strength (RSS) and Time of Flight (ToF) [2].

Some more recent approaches propose solutions to the
problem of handling secure location of nodes in the pres-
ence of misbehaving sensors. Most of these approaches are
based on models where there are almost always nodes that
must be trusted by the rest of the regular sensors. In [11, 12],
we can find some initial work based on this approach. In
these proposals, each regular sensor trying to derive its own
position proceeds by correlating the messages received by
other nodes in the WSN that already are aware of their po-
sition (by using, for instance, GPS devices [3]). The use of
directional antennas is proposed to improve the security of
the localization process. A second solution relies on the use
of trust metrics and verifiers [5, 6]. The closest works to
ours are the approaches presented in [7, 10]. Both proposals
aim at providing a secure location process without the ne-
cessity of a priori trust between the nodes of a WSN. The
limitation of only giving stochastic guarantees in [10], and
the high quantity of messages to exchange in both [7] and
[10], of O(n2) complexity, are the main drawbacks of these
approaches.

7 Conclusions

We presented a set of algorithms to handle the localization
process of WSN nodes in the presence of liars. The
algorithms guarantee the exclusion of incorrect locations,
as well as the detection and isolation of the nodes that are
lying, if a given threshold of neighbors and liars is met.
Otherwise, the algorithms abort the process of deriving the
location, and wait to repeat the process again when such
parameters can be guaranteed. The two first algorithms
allow the localization process without the necessity of
a trusted model between sensors. The third algorithm
improves the results, but relaxing such an hypothesis, and
requesting regular sensors to trust one of the nodes in their
one hop neighborhood.
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