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Abstract: An important issue in statistical image and signal segmentation consists in estimating the hidden variables of interest. For this purpose, various Bayesian estimation algorithms have been developed, particularly in the framework of hidden Markov chains, thanks to their efficient theory that allows one to recover the hidden variables from the observed ones even for large data. However, such models fail to handle nonstationary data in the unsupervised context. In this paper, we show how the recent triplet Markov chains, which are strictly more general models with comparable computational complexity, can be used to overcome this limit through two different ways: (i) in a Bayesian context by considering the switches of the hidden variables regime depending on an additional Markov process; and, (ii) by introducing Dempster-Shafer theory to model the lack of precision of the hidden process prior distributions, which is the origin of data nonstationarity. Furthermore, this study analyzes both approaches in order to determine which one is better-suited for nonstationary data. Experimental results are shown for sampled data and noised images.

1 INTRODUCTION

Let \( X = (X_1, ..., X_N) \) and \( Y = (Y_1, ..., Y_N) \) be two stochastic processes where each \( X_n \) belongs to \( \Omega = \{\omega_1, ..., \omega_K\} \) and each \( Y_n \) is \( \mathbb{R} \) where only \( Y \) is observed. Let us assume that we are interested in estimating the hidden sequence \( x = (x_1, ..., x_N) \), which is not directly accessible, based on the only observation \( y = (y_1, ..., y_N) \). Such estimation may be of interest in many fields covering image classification, image segmentation and image change detection, in all of which one has to recover a hidden “process” from an observable one. In image classification for instance, one has to assign each pixel to one among a set of predefined set of classes. Image segmentation, considered in this study, is a derivative problem where classes are not known in advance. To this end, the observation \( y \) will be considered as a noisy version of \( x \).

According to the independent noise- hidden Markov chain (HMC) model, the link between \( x \) and \( y \) is given by the joint probability distribution:

\[
p(x, y) = p(x_1) p(y_1 | x_1) \prod_{n=2}^{N} p(x_n | x_{n-1}) p(y_n | x_n)
\]

(1)

The power of such models stems from the possibility to estimate the realization of \( x \), which is optimal “on average” among all the possible \( K^N \) ones, by means of some low-time-consuming Bayesian techniques such as marginal posterior mode (MPM) (Baum et al., 1970) or maximum a posteriori (MAP) (Forney Jr, 1973). The reader may refer to (Rabiner, 1989) or (Cappé et al., 2005) where both techniques are described. Such estimation remains possible even in the unsupervised context, i.e. when the model parameters are unknown. In fact, one can still estimate these latter thanks to some iterative but efficient algorithms such as expectation- maximization algorithm (EM) (Baum et al., 1970) (McLachlan and Krishnan, 2007), its stochastic version (SEM) (Celeux et al., 1996) or iterated conditional estimation (ICE) (Delmas, 1997), (Derrade and Pieczynski, 2004). However, such algorithms assume the transition probabilities \( p(x_n | x_{n-1}) \) independent of the position \( n \). The qualifier “Nonstationary” considered in this paper refers to the attempt to relax this simplifying assumption that turns out to be inappropriate in many situations. In the field of image processing for instance, one can mention image segmentation where the class-image, which is to be determined,
may be too heterogeneous to be modeled through a stationary Markov chain, as shown by (Lanchantin and Pieczynski, 2005). To overcome this inadequacy, the recent triplet Markov chains (TMCs) introduced by (Pieczynski et al., 2003) have been used in both Bayesian and evidential context:

1. (Lanchantin and Pieczynski, 2005) define the evidential Markov chain model by considering compound hypothesis instead of singletons in accordance with the Dempster-Shafer theory of evidence. Hence, the prior distribution is replaced by a belief function to overcome its unreliability. Afterward, the hidden evidential Markov chain (HEMC) is defined in an analogous manner to the HMC model.

2. In the switching hidden Markov chain (SHMC) proposed by (Lanchantin et al., 2011), the hidden data are considered stationary “per part” and an HMC is associated to each part. Moreover, the process governing the switches of the system is assumed to be Markovian.

The aim of this study is twofold: (i) to show how TMCs are used in the above mentioned contexts to achieve unsupervised segmentation of nonstationary data; and, (ii) to compare the performances of these two approaches, so far considered apart, to provide some answer to the following crucial question: when no a priori knowledge about data are available, which of the two approaches performs better.

The remainder of this paper is organized as follows: section 2 summarizes the TMC model and describes the HEMC and SHMC models. Experimental results are provided and discussed in section 3. Concluding comments and remarks end the paper.

2 TRIPLET MARKOV CHAINS AND NONSTATIONARY DATA MODELING

There have been many attempts in the literature to go beyond the simplifying assumptions of HMCs in most of which, to our knowledge, the process \( X \) remains Markovian. Recently, these models have been generalized to PMCs (Pieczynski, 2003) (Derrode and Pieczynski, 2004) and TMCs (Pieczynski et al., 2003) which offer more modeling capabilities while keeping the formalism simple enough to be workable. This section describes PMCs and TMCs, and reviews their use for nonstationary data modeling.

2.1 Pairwise Markov Chains

Let \( X = (X_1, \ldots, X_N) \) and \( Y = (Y_1, \ldots, Y_N) \) be two stochastic processes as in the previous section. The pairwise process \( Z = (X, Y) \) is said to be a “Pairwise Markov chain” (PMC) if \( Z = (X, Y) \) is a Markov chain. Its joint distribution is then written

\[
p(z) = p(z_1) \prod_{n=2}^{N} p(z_n|z_{n-1})
\]

The transition probability can then be expressed as

\[
p(z_n|z_{n-1}) = p(x_n|x_{n-1}, y_{n-1})p(y_n|x_n, x_{n-1}, y_{n-1}).
\]

Hence, setting \( p(x_n|x_{n-1}, y_{n-1}) = p(x_n|x_{n-1}) \) and \( p(y_n|x_n, x_{n-1}, y_{n-1}) = p(y_n|x_n) \) for each \( n = 2, \ldots, N \), one finds again the HMC joint distribution of (1). The reader may refer to (Lanchantin et al., 2011) for the proof. The noise distribution is then more complex in PMC and the hidden process \( X \) is no longer assumed Markovian. In spite of this generality, all Bayesian techniques remain workable and the performance in unsupervised segmentation is significantly better as shown by (Derrode and Pieczynski, 2004).

2.2 Triplet Markov Chains

Let \( U = (U_1, \ldots, U_N) \) be a discrete process where each \( U_n \) takes its values in a finite set \( \Lambda = \{\lambda_1, \ldots, \lambda_M\} \). The triplet process \( T = (U, X, Y) \) is said to be a TMC if it is a Markov chain. Since both \( X \) and \( U \) are discrete finite, one can say setting \( V = (U, X) \), that \( T = (U, X, Y) \) is a TMC if and only if \( (V, Y) \) is a PMC. Hence, the Bayesian methods can still be used to estimate \( V \) from \( Y \), which gives both \( X \) and \( U \). The main interest of TMCs with respect to HMCs relies on the usefulness of the auxiliary process \( U \) to take some hard situations into account (Lanchantin and Pieczynski, 2005), (Pieczynski et al., 2003), (Lanchantin et al., 2011), (Benboudjema and Pieczynski, 2007), (Boudaren et al., 2012b), (Boudaren et al., 2014), (Blanchet and Forbes, 2008), (Ait-EÏl-Fquih and Desbouvries, 2005), (Ait-EÏl-Fquih and Desbouvries, 2006), (Baridel and Desbouvries, 2012), (Bricq et al., 2006), (Gan et al., 2012), (Wang et al., 2013), (Zhang et al., 2012a), (Zhang et al., 2012b), (Wu et al., 2013).

2.3 Triplet Markov Chains for Nonstationary Data Segmentation

Thereafter, we summarize some TMC-related works that dealt with nonstationary data segmentation.
(Lanchantin et al., 2011) propose a “switching-HMC” to model switching data. In such a situation, each portion of data can be modeled through an HMC with a different transition matrix. The purpose of using the auxiliary process is to consider the switches between these models. Similarly, (Boudaren et al., 2011) define a “switching-PMC” in order to model switching data corrupted by more complex noise. For both previous models, $U$ has been utilized to overcome the unreliability of the prior distribution $p(x)$. One potential application of these models is the texture segmentation problem where similar “switching-hidden Markov fields” have also been applied (Bouboudjema and Pieczynski, 2007). The situation where noise distributions $p(y_n|x_n)$ suffer from the same heterogeneity phenomenon has also been considered in the “jumping-noise HMC” introduced by (Boudaren et al., 2012b). Such model may be used to take light condition within an image into account or to model the fact that financial returns behave in a different way during a crisis. The same formalism has then been applied by (Liu et al., 2014) in triplet Markov fields context for PolSAR images classification.

An interesting link between triplet Markov models and theory of evidence (Shafer, 1976) has also been established (Pieczynski, 2007), (Soubaras, 2010). In fact, the use of Dempster-Shafer fusion (DS fusion) is unaffordable within HMC models since such a fusion destroys Markovianity. However, it has been shown by (Pieczynski, 2007) that the fused distribution is a triplet Markov process and therefore, the different estimation procedures remain workable. Hence, (Lanchantin and Pieczynski, 2005) propose a “hidden evidential Markov chain” (HEMC) to model nonstationary data. In this context, the unreliable prior distribution $p(x)$ is replaced by a belief function to model its lack of precision. In the same way, unsupervised segmentation of nonstationary images is considered in the PMC context (Boudaren et al., 2012a). Thus, DS fusion has been applied to model either sensor unreliability or data nonstationarity. (Boudaren et al., 2012c) apply DS fusion to consider both situations at the same time. Evidential Markov chain formalism is also used to unify a set of heterogeneous Markov transition matrices (Boudaren and Pieczynski, 2016b).

It is worth pointing out that evidential hidden Markov models have been applied to solve other problems. (Foucher et al., 2002) relax Bayesian decisions given by a Markovian classification of noisy images using evidential reasoning. (Yoji et al., 2003) develop a method to prevent hazardous accidents due to operators’ action slip in their use of a Skill-Assist. Recently, a second-order evidential Markov model is defined by (Park et al., 2014). Theory of evidence has also been applied in the Markov random fields context for image-related modeling problems (Pieczynski and Benboudjema, 2006), (Le Hégarat-Mascl et al., 1998), (Tupin et al., 1999), (Boudaren and Pieczynski, 2016a), (An et al., 2016). Other applications of evidential Markov models also include data fusion and classification (Fouque et al., 2000), power quality disturbance classification (Dehghani et al., 2013), particle filtering (Reineking, 2011), and fault diagnosis (Ramasso, 2009). On the other hand, other potential applications of Bayesian triplet Markov models include complex data modeling (Boudaren et al., 2014), (Blanchet and Forbes, 2008), (Habbouchi et al., 2016), filtering (Ait-El-Fquih and Desbouvries, 2005), (Ait-El-Fquih and Desbouvries, 2006), prediction (Bardel and Desbouvries, 2012), 3D MRI brain segmentation (Bricq et al., 2006), SAR images processing (Gan et al., 2012), (Wang et al., 2013), (Zhang et al., 2012a), (Zhang et al., 2012b), (Wu et al., 2013). Let us also mention that other Markov approaches have been successfully used to handle nonstationary data, particularly in the framework of “hidden semi-Markov models” (Lapuyade-Lahorgue and Pieczynski, 2006).

In this study, we analyse the following classic problem from TMC viewpoint. Let us consider the HMC model defined by (1) and let us assume that the transitions $p(x_n|x_{n-1})$ depend on the position $n$. Considering data stationary, EM algorithm will give a fixed value to the transition probability defined on $\Omega^2$, that may be considerably differ from the accurate varying $p(x_n|x_{n-1})$, which may result in poor performance. In the next sub-section, we show how the formalisms of SHMC and HEMC can be applied to remedy to this drawback. Even though both models belong to the TMC family, we will see that the meaning of the auxiliary $U$ process in each model is quite different.

### 2.4 Hidden Evidential Markov Chains

Before we describe the HEMC model, let us first summarize some basics of the theory of evidence introduced by Dempster and reformulated by (Shafer, 1976) and that will be needed for the purpose of this paper. Let us consider a “frame of discernment”, also called “universe of discourse”, $\Omega = \{\omega_1, \omega_2\}$ and let $P(\Omega) = \{\emptyset, \omega_1, \omega_2, \Omega\}$ be the set of all its subsets. A mass function $m$ is a function from $P(\Omega)$ to $R^+$ that fulfills:

$$p = \begin{cases} m(\emptyset) = 0 \\ \sum_{A \in P(\Omega)} P(A) = 1 \end{cases}$$

(3)

Let $(p_0)_{\theta \in \Theta}$ be a family of probabilities defined on
\( \Omega = \{ \omega_1, \omega_2 \} \), and let us define the following “lower” probability \( \tilde{p}(\omega_n) = \inf_{\theta \in \Theta} p(\omega_n) \). Let \( m \) be a mass function defined by \( m(\{ \omega_1 \}) = \tilde{p}(\omega_1), m(\{ \omega_2 \}) = \tilde{p}(\omega_2) \) and \( m(\{ \omega_1, \omega_2 \}) = 1 - \tilde{p}(\omega_1) - \tilde{p}(\omega_2) \). The latter quantity models then the variability of the accurate probability \( p \). Hence, it would be of interest to use this “fixed” value of evidential mass to run accurately algorithms such as EM while taking into account the unreliability of prior probabilities. This very key notion is exploited to define the HEMC.

Let us consider the following example to illustrate the interest of extending prior distributions using belief functions. First, we limit the frame to a blind context without spatial information.

**Example:** Let \( \Omega = \{ \omega_1, \ldots, \omega_K \} \) be a frame of discernment and suppose that our knowledge about the prior distribution \( p(x) \) is \( p_1 = p(x = \omega_1) \geq \varepsilon_1, \ldots, p_K = p(x = \omega_K) \geq \varepsilon_K \) with \( \varepsilon_1 + \ldots + \varepsilon_K \leq 1 \). We can notice that \( \varepsilon \) measures the degree of knowledge of \( p(x) \) in a “continuous” manner. Hence, for \( \varepsilon = 1 \), the distribution \( p(x) \) is completely known, and for \( \varepsilon = 0 \), no knowledge about \( p(x) \) is available. Let us assume that \( p(y|x = \omega_1, \ldots, y|x = \omega_K) \) are known, and let us consider the distribution \( q^y = (q_1^y, \ldots, q_K^y) \) with

\[
q_i^y = \frac{p(y|x = \omega_i)}{\sum_{j=1}^{K} p(y|x = \omega_j)}, \quad i = 1, \ldots, K.
\]

One can assert that the Bayesian estimation of \( X|x \) from \( Y=y \) requires the knowledge of \( p(x|y) \approx p(x)p(y|x) \) which is only partly known here. The crucial question would be how could one exploit this partial knowledge to achieve Bayesian classification? This is made possible by introducing the following mass function \( A \) on \( P(\Omega) \): \( A \) is a mixture \( \{ \{ \omega_1, \ldots, \omega_K \}, \Omega \} \) and \( A(\{ \omega_1 \}) = \varepsilon_1, \ldots, A(\{ \omega_K \}) = \varepsilon_K \), \( A(\Omega) = 1 - (\varepsilon_1 + \ldots + \varepsilon_K) = 1 - \varepsilon \). The DS fusion of \( A \) with \( q^y = (q_1^y, \ldots, q_K^y) \) gives a probability \( p^* \) defined on \( \Omega \) by

\[
p^*(\omega_i) = \frac{(\varepsilon_i + 1 - \varepsilon)q_i^y}{\sum_{j=1}^{K} (\varepsilon_j + 1 - \varepsilon)q_j^y}.
\]

Consequently, the use of \( p^* \) allows one to use the partial knowledge of \( p(x) \) to estimate \( X \). Perfect knowledge of \( p(x) \) corresponds to \( \varepsilon = 1 \) and hence, we have \( p^*(x) = p(x) \). The situation where \( \varepsilon = 0 \) implies that \( p^*(x) = q^y(x) \), which corresponds to the maximum likelihood classification.

The next step is to introduce the spatial information. A mass \( m \) defined on \( P(\Omega^N) \) is said to be an evidential Markov chain (EMC) if it is null outside \( P(\Omega)^N \) and if it can be written

\[
m(U) = m(U_1)m(U_2 | U_1) \cdots m(U_N | U_{N-1}) \quad (4)
\]

Let us now introduce the observable process \( Y \). For this purpose, the conventional Markov chain within the HMC model is replaced by the EMC given by (4) to take the nonstationary aspect of the data into account. In fact, the main link between classical Bayesian restoration and Dempster-Shafer theory is that the evaluation of the posterior distribution can be seen as a DS fusion of two probabilities (Pieczynski, 2007). Thus, extending the latter to mass functions, one extends the posterior probabilities and thus, one extends the frames of Bayesian computation. In the Markovian context, It has been established that the DS-fusion of the prior mass (EMC) \( m_1 \) given by (4) with the likelihood mass given by \( m_2(x) \propto p(y|x) = \sum_{n=1}^{N} p(y_n | x_n) \) is the posterior distribution \( p(x|y) \) defined by \( p(x, y) \) which is itself a marginal distribution of a TMC \( T = (U, X, Y ) \) where each \( U_n \) takes its values from \( P(\Omega) \). Such TMC is called HEMC. For further details, the reader may refer to (Lanchantin and Pieczynski, 2005), (Pieczynski, 2007) where proofs and different estimation procedures are extensively described.

### 2.5 Switching Hidden Markov Chains

Let \( T = (U, X, Y ) \) be a TMC where each \( U_n \) takes its values from a finite set of auxiliary classes \( \Lambda = \{ \lambda_1, \ldots, \lambda_M \} \). \( T \) is called an SHMC if its transition probability is given by

\[
p(t_n | t_{n-1}) = p(u_n | u_{n-1})p(x_n | x_{n-1}, u_n)p(y_n | x_n)
\]

(5)

Hence, the transition probabilities depend on the realization of the auxiliary process \( U \). Furthermore, the auxiliary process, which models the regime switches, is assumed to be Markovian. Therefore, neighboring sites tend to belong to the same auxiliary class. Such modeling has been successfully applied in texture images segmentation in HMC (Lanchantin et al., 2011), PMC (Boudaren et al., 2011) and HMF (Benboudjema and Pieczynski, 2007) contexts.

To model nonstationary data, SHMC model considers each stationary part of the data apart by assigning a different set of parameters (transition probabilities) to each part. Partitioning data into different stationary parts is achieved as part of the unsupervised segmentation process. However, let us mention that the number of “stationarities” \( M \) is assumed to be known in advance. Notice that, setting \( M = 1 \), one finds again the conventional HMC. This shows the greater generality of the SHMC over the HMC. The conventional parameter estimation algorithms such as EM and the Bayesian MPM restoration have been extended to the SHMC context. Indeed setting \( V = (V, X) \), one can write \( T = (V, Y ) \) which is
a classic HMC. For further details, the reader may refer to (Lanchantin et al., 2011) where the theoretical fundamentals of the model are presented.

We can now discuss the difference between both models from pure theoretical viewpoint. In the HEMC model, the auxiliary process aims at modeling the lack of precision of the prior information by considering compound hypotheses rather than making hard decisions that may be erroneous. On the other hand, the SHMC model only supports reliable information; however, it offers the opportunity to assign a different set of parameters to different data parts assumed locally stationary.

3 EXPERIMENTAL STUDY

In this section, we propose to assess the performance of both HEMC and SHMC for unsupervised segmentation of nonstationary data. For this purpose, experiments are conducted on three datasets. The first set is concerned with data sampled according to switching transition matrices. More explicitly, transition matrices are chosen randomly from a predefined set of matrices. The second set deals with images sampled according to randomly varying transition matrices where the priors vary linearly or sinusoidally according to pixel position. Finally, the third set considers two binary class-images that are noised using some white Gaussian noise.

For all experiments, unsupervised segmentation is performed using MPM according to: K-means, S-HMC and HEMC model. All segmentations are assessed in terms of overall error ratios. Please notice that the fact that data were sampled according to SHMC. In fact, SHMC searches for the best regularization that fits each part of the data (for a given number of stationarities M); whereas the HEMC model adopts a unique regularization along all the data sequence while considering a weakening mechanism to reach a good trade-off between a priori and likelihood information.

3.2 Unsupervised Segmentation of Randomly Varying Data Corrupted by Gaussian White Noise

Let \( Z = (X,Y) \) be a nonstationary HMC with \( Z = (Z_n)_{n=1}^N \) where \( N = 4096 \), \( X_n \) takes its values from a discrete finite set \( \Omega \) and \( Y_n \) from \( \mathbb{R} \). The joint distribution of \( Z \) is given by (1), whereas the transition probabilities \( p(x_n|x_{n-1}) \) are given by

\[
A_n = \begin{pmatrix}
\delta_n & 1-\delta_n & 1-\delta_n & 1-\delta_n \\
1-\delta_n & \frac{1-\delta_n}{2} & \frac{1-\delta_n}{2} & \frac{1-\delta_n}{2} \\
\frac{1-\delta_n}{2} & \delta_n & \frac{1-\delta_n}{2} & \frac{1-\delta_n}{2} \\
\frac{1-\delta_n}{2} & \frac{1-\delta_n}{2} & \frac{1-\delta_n}{2} & \frac{1-\delta_n}{2}
\end{pmatrix}.
\]

For this series of experiments, we consider two different forms of the parameter \( \delta_n \) and two different sets \( \Omega \), which gives 4 subsets. More explicitly, for subsets B.1 and B.3, we have \( \delta_n = \frac{\alpha}{N} \) whereas for subsets B.2 and B.4, we have \( \delta_n = \frac{\alpha}{N} + \frac{1}{2} \sin(\frac{\pi}{N}). \) On the other hand, we have \( \Omega = \{\omega_1, \omega_2\} \) for subsets B.1 and B.2 and \( \Omega = \{\omega_1, \omega_2, \omega_3\} \) for subsets B.3 and B.4.

Finally, the distributions \( p(y_n|x_n) \) associated with \( \omega_1 \),

\[
Q = \begin{pmatrix}
0.998 & 0.001 & 0.001 \\
0.001 & 0.998 & 0.001 \\
0.001 & 0.001 & 0.998
\end{pmatrix}.
\]
Figure 1: Unsupervised segmentation of sampled nonstationary data (subset B.1). (a) class-image $X = x$. (b) Noised image $Y = y$. (c) HMC based segmentation, error ratio $\tau = 26\%$. (d) HEMC based segmentation, error ratio $\tau = 11.9\%$. (e) HEMC based estimate of $U$. (f) conditional weakening coefficient $\alpha = 1 - \sum_{k=1}^{K} p(x_n = \omega_k | y)$. (g) SHMC (M=3) based segmentation, error ratio $\tau = 10.7\%$. (h) SHMC (M=3) based estimate of $U$. (i) SHMC (M=4) based segmentation, error ratio $\tau = 10.6\%$. (j) SHMC (M=4) based estimate of $U$. (k) SHMC (M=5) based segmentation, error ratio $\tau = 10.4\%$. (l) SHMC (M=5) based estimate of $U$.

$\omega_2$ and $\omega_3$ are the Gaussian densities $\mathcal{N}(0,1)$, $\mathcal{N}(2,1)$ and $\mathcal{N}(4,1)$ respectively.

For visualization purpose, some results obtained on subsets B.1, B.2, B.3 and B.4 have been converted to images via the Hilbert-Peano scan, and are illustrated in Figures 1, 2, 3 and 4 respectively. Average error ratios are also provided in Table 1 (Subsets B.1–B.4).

Overall, both SHMC and HEMC outperform K-means and HMC on all datasets B1–B4.

For the considered data, the parameter $\delta_n$ is varying along the data sequence. When $\delta_n$ varies gradually, the data may still be partitioned into homogeneous parts. When $\delta_n$ varies sinusoidally, however, such partitioning may be unfeasible. The HEMC can still handle such situation thanks to its weakening mechanism. In particular, such mechanism is applied in sites for which the value of $\delta_n$ is too low and hence the likelihood information is to be considered rather than the unreliable a priori ones.

Indeed for subsets B.1 and B.3, where the parameter $\delta_n = \frac{n}{5}$ increases gradually from 0 towards 1 along the data sequence, the SHMC divides the data into $M$ “homogeneous” parts with a different transition matrix per each, to achieve MPM segmentation and outperforms hence the HEMC performance. In fact, it is possible to check from the SHMC-based estimate of the auxiliary process $U$ in Fig. 1 and Fig. 3 how the SHMC partitions the data into $M = 3$ (Fig. 1-h and Fig. 3-h), $M = 4$ (Fig. 1-j and Fig. 3-j) and $M = 5$ (Fig. 1-l and Fig. 3-l).

In subsets B.2 and B.4, on the other hand, the parameter $\delta_n = \frac{3}{5} + \frac{1}{5} \sin(\frac{x}{5})$ is of sinusoidal form, and for such fluctuating transition matrix, it is hard to partition the sequence of data into $M$ homogeneous parts.
3.3 Unsupervised Segmentation of Binary Class-images Corrupted by Gaussian White Noise

Let us consider the nonstationary class-images “Nazca” (sets C.1 and C.2, Fig. 5) and “Zebra” (sets C.3 and C.4, Fig. 6), of size 128 × 128 and 256 × 256 respectively. Let $Z = (X, Y)$ be a nonstationary HMC with $Z = (Z^n)_{n=1}^N$. Images are converted to 1D-sequences via Hilbert-Peano scan as done by (Derrode and Pieczynski, 2004). We then have a realization $x$ with $\Omega = \{\omega_1, \omega_2\}$ where $\omega_1$ and $\omega_2$ corresponds to black pixels and white ones respectively. For sets C.1 and C.3 (resp. sets C.2 and C.4), noisy images are obtained by drawings from the Gaussian noise densities $\mathcal{N}(0, 1)$ and $\mathcal{N}(2, 1)$ (resp. $\mathcal{N}(0, 1)$ and $\mathcal{N}(2, 1)$).

and hence, SHMC performs relatively bad.

Still, the HEMC makes it possible to handle this kind of data thanks to its weakening mechanism. Indeed, notice that the smaller is the value of parameter $\delta_n$, the more intense is the weakening and vice versa as shown in Fig. 2g and Fig. 2h in which a zoom on the first 1024 values of the parameter $\delta_n$ and the associated conditional weakening coefficient $\alpha_n = 1 - \sum_{k=1}^K p(x_n = \omega_k | y)$ respectively are depicted. This is due to the fact that for low values of parameter $\delta_n$, the observation information is more important than the prior information, and hence, the weakening is intense in such sites.

Figure 3: Unsupervised segmentation of sampled nonstationary data (subset B.3). (a) class-image $X = x$. (b) Noised image $Y = y$. (c) HMC based segmentation, error ratio $\tau = 44.5\%$. (d) HEMC based segmentation, error ratio $\tau = 17.4\%$. (e) HEMC based estimate of $U$. (f) conditional weakening coefficient $\alpha = 1 - \sum_{k=1}^K p(x_n = \omega_k | y)$. (g) SHMC (M=3) based segmentation, error ratio $\tau = 16.8\%$. (h) SHMC (M=3) based estimate of $U$. (i) SHMCM (M=4) based segmentation, error ratio $\tau = 16.7\%$. (j) SHMCM (M=4) based estimate of $U$. (k) SHMCM (M=5) based segmentation, error ratio $\tau = 16.5\%$. (l) SHMCM (M=5) based estimate of $U$. (m) SHMCM (M=5) based segmentation, error ratio $\tau = 16.2\%$. (n) SHMCM (M=5) based estimate of $U$. (o) Figure 4: Unsupervised segmentation of sampled nonstationary data (subset B.4). (a) class-image $X = x$. (b) Noised image $Y = y$. (c) HMC based segmentation, error ratio $\tau = 17.5\%$. (d) HEMC based segmentation, error ratio $\tau = 12\%$. (e) HEMC based estimate of $U$. (f) conditional weakening coefficient $\alpha = 1 - \sum_{k=1}^K p(x_n = \omega_k | y)$. (g) SHMC (M=3) based segmentation, error ratio $\tau = 12.3\%$. (h) SHMC (M=3) based estimate of $U$. (i) SHMCM (M=4) based segmentation, error ratio $\tau = 12.3\%$. (j) SHMCM (M=4) based estimate of $U$. (k) SHMCM (M=5) based segmentation, error ratio $\tau = 12.2\%$. (l) SHMCM (M=5) based estimate of $U$. (m) SHMCM (M=5) based segmentation, error ratio $\tau = 12.1\%$. (n) SHMCM (M=5) based estimate of $U$. (o)
Some obtained segmentation results are illustrated in Figures 5 and 6. On the other hand, average error ratios are provided in Table 1 (Subsets C.1–C.2). The interest of this series of experiments relies in the fact that the realization of the hidden process is no longer sampled.

Models provide comparable results with a slight supremacy of SHMC, which is may be due to the possibility of partitioning each image into homogeneous regions. HEMC assigns the image regions having a lot of details to the compound auxiliary class \( \{ \omega_1, \omega_2 \} \) to reduce the regularization in such regions. On the other hand, given a value of \( M \), the SHMC classifies the image into \( M \) “auxiliary” classes sharing similar properties; the regularization within each auxiliary class is similar to the HMC one.

### 3.4 Discussion

For all datasets, SHMC and EHMC always provide better results than conventional HMC. On the other hand, the supremacy of both models over the blind K-means clustering shows the interest of considering the prior information, even when fluctuating, in the segmentation process. Overall, the performances of SHMC and HEMC are comparable. The supremacy of one model over another depends on the kind of data.

### 4 CONCLUSIONS

In this study, we specified how TMCs can be used to handle nonstationary data. For this purpose, we
have considered both Bayesian TMCs (SHMCs) and evidential ones (SHMCs) with application to unsupervised image segmentation. Performance evaluation of both models with respect to classical HMCs has been achieved in terms of overall error ratios. It turned out that both models outperform conventional HMCs. Furthermore, the evidential model seems a good solution where no information is available about the number of stationarities; thanks to the weakening mechanism that overcomes the lack of precision of the prior knowledge by searching at each site a good tradeoff between the a priori and observation information. The Bayesian SHMC, on the other hand, is better-suited when the number of “stationarities” is known in advance. An interesting extension would be to tackle the model selection problem to determine the best-suited model (model choice, number of stationarities,...) for a given set of data using some criteria such as the Bayesian information criterion (BIC) as done in (Lanchantin et al., 2011). Another future direction would be to combine evidential and Bayesian models as done in Markov field context for SAR image segmentation in (Boudaren et al., 2016b; Boudaren et al., 2016a).
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